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Abstract

Despite a shrinking or even reversed gap in educational attainment, women continue to
be underrepresented in leadership positions, and a gender wage gap persists. Performance
evaluations are a primary determinant of hiring and promotion decisions, and peer evaluations
have become increasingly widespread in the workplace. There is, however, little evidence of
whether peer evaluators exhibit gender bias. We identify and measure bias in performance
evaluations in a large, introductory course at a flagship public university. Peer evaluators
were randomly assigned to score essays using a rubric. Evaluators were incentivized to match
official grades, adding a monitoring effect. We exploit the random assignments of both peer
evaluators and blinded official graders over several essay assignments. Using student and peer
evaluator fixed effects and conditioning on blinded official grades, we find that male peer
graders assign higher scores to classmates without female-sounding names, relative to those
with female sounding names, and that students without a female-sounding name receive higher
scores when they are randomly assigned to a male peer grader as opposed to a female grader.
We do not find such biases for women. The observed biases could be even more pronounced
in real-world settings, where monitoring is less common. These results suggest that biased
performance evaluations could be at least partly responsible for gender gaps in hiring and
promotion, particularly in male-dominated fields where evaluators are more likely to be men.
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1 Introduction

Women still struggle to reach the top of the corporate, academic, and political ladders despite
the reversed gender gap in educational attainment that has occurred over the past three decades.
While the share of women CEOs at Fortune 500 companies is at an all-time high, it currently sits
at an underwhelming 9%. Moreover, only one in four C-Suite executives is a woman. For every
100 men who are promoted from an entry-level to managerial position, only 87 women experience
similar promotion [LeanIn.Org and Company, 2022].

One potential driver of the observed gender gap in leadership positions is bias in performance
evaluations. Evaluations often serve a critical role in determining promotions and raises for employ-
ees, as well as compensation and options packages for executives. Hiring and promotion decisions
are often and increasingly made based on peer reviews (e.g., interviews). Several large employers,
including Amazon, Google, Netflix, and Spotify, have recently moved away from traditional annual
performance evaluations and replaced them with more frequent peer evaluationﬂ Additionally,
many employers rely on peer referrals to reduce the cost of recruiting and screening applicants.
Despite the rising importance of peer evaluations on career outcomes, there is a lack of evidence
regarding the existence and magnitude of gender biases in these evaluations. Moreover, isolating
the gender bias in evaluations for equally performing individuals is challenging.

In this paper, we aim to fill this gap in an experimental setting by analyzing the results of
a peer grading scheme in a large, mostly online introductory course at a flagship public research
university. We compare peer reviews of four short essay assignments to teaching assistant (TA)
evaluations of the same submissions. Our dataset consists of 2891 homework submissions that
were evaluated by randomly assigned, blind TAs and randomly assigned, non-blind peer graders.
The assignment grades are determined by TAs’ evaluations. These scores can be decomposed into
content and writing subscores. The degree of objectivity varies across these two subscores. The
content subscore measures correctness of responses to specific questions in the assignment prompts
with objectively correct answers. The writing subscore measures general writing quality. The peer

grading setting that we examine offers a unique opportunity to investigate many relevant questions

1See the article|Di Fiore and Marcio| [2021] for a discussion of whether peer reviews are the future of performance
evaluations.



about gender biases in evaluations: Does the gender of the peer evaluator matter? Does the peer
evaluator’s gender matter differentially when the assignment author has a female or male-sounding
name? Do students with female-sounding names receive lower peer evaluations overall? Are these
differences similar in content subscores and writing subscores? How does the academic performance
of the peer evaluator affect how they evaluate their classmates’ work?

We find that, overall, peer evaluators assign lower scores than TAs, and that this difference
is more pronounced in the (more objective) content subscores than the (more subjective) writing
subscores. We observe significant gender differences in peer evaluations, and these gender differ-
ences arise primarily through the content subscoresﬂ Male peer evaluators assign 2.02-point higher
scores, on average, to authors without a female-sounding name than they do to authors with a
female-sounding name. Similarly, male authors receive 2.50-point higher scores, on average, when
they are randomly assigned to a male peer evaluator as opposed to when they are assigned to
a female evaluator. We do not find similar results for female peer evaluators or female authors.
Female peer evaluators assign similar scores to authors with and without female-sounding names,
and female students receive similar grades when they are randomly assigned to a male or female
peer evaluator. Interestingly, these gender biases are observed in the content subscores, but the
writing subscores do not exhibit similar biases.

Our paper examines an important source of gender bias in labor market outcomes. Specifically,
it contributes to the literature on gender biases in performance evaluations which can explain
the observed persistent gender disparities and underrepresentation of women in leadership posi-
tions and certain fields. Prior literature provides evidence for gender disparities in performance
evaluations and referrals. Using content analysis of individual annual performance reviews, |Cecchi-
Dimeglio| [2017] shows that women are 1.4 times more likely to receive critical subjective feedback,
as opposed to either positive feedback or critical objective feedback. The data also revealed that
women receive less constructive critical feedback. (Correll and Simard| [2016] suggest that women
receive more vague feedback than men do. Additionally, [Beaman et al.| [2018], [Sarsons| [2017] and

Zeltzer| [2020] find consistent evidence that women receive fewer employment referrals.

2The relative influence of content subscores here is not driven by differential weighting in the assignment grade
calculations, although this weighting does reinforce it. The observed gender differences in content subscores are
independently much more pronounced than any differences in writing subscores.



Some studies provide evidence of bias by showing that women’s qualifications and job perfor-

mance are discounted, relative to that of their male counterparts, leading to gender disparities

in performance evaluations and hiring outcomes |[Goldin and Rouse, [2000, Milkman et al.l 2015,

|Quadlinl, 2018] [Sarsons, [2017]. Our paper complements these studies. Most importantly, our paper

quantifies gender biases in peer evaluations for equally performing individuals. We accomplish this
by examining a unique setting in which the evaluators are randomly assigned, and an objectively
measured performance indicator is available for comparison. Identifying and accurately measuring
bias in performance evaluations is especially challenging, because evaluators are rarely randomly
assigned. Even when evaluators are randomly assigned, there is rarely an objective performance
measure against which to compare the evaluatiorﬂ In our setting, we overcome this obstacle
with double randomization. We randomly assign students to evaluate their peers’ work. We also
randomly assign TA graders to blindly evaluate the same submissions. This experimental setting
provides a clean objective performance measure for comparison: the randomly assigned TAs’ blind
scores of the same submissiond?]

Our findings are also related to another common application of peer evaluations which is the
peer review process that is used to evaluate academic papers for publication. Referee reports play a

central role in determining whether a paper is accepted for publication, and success with publishing

has a large bearing on academic labor market outcomes. While |Abrevaya and Hamermesh| [2012]

and [1991] do not find a gender disparity in evaluations of paper submissions to an academic

journal, there is evidence that papers by female academics face a higher bar for acceptance for

publication |Card et al.l 2020bl [Hengell 2022]. Recent literature finds that gender disparities in the

evaluation of scientific work extend beyond the publication process, including studies by [Card et al.|
[2020a] on peer recognition, [2019] on citations, [Sarsons et al. [2021] on coauthorship and

promotions, |Arceo-Gomez and Campos-Vazquez [2022] in evaluations of applications for graduate

school fellowships, and [Chari and Goldsmith-Pinkham| [2017] and Hospido and Sanz [2019] on

conference submissions.

3Some papers have tackled this challenge in other evaluation contexts. For example |Card et al. [2020a] and

Carrell et al.| [2022] study whether editors and referees at academic journals exhibit bias, using citation counts as
an objective outcome. [Boring| [2017] studies bias in teaching evaluations while using a standardized exam score as
an objective outcome of teaching/learning performance.

4All assignments are typed and submitted through Canvas, which rules out the possibility that graders infer
students’ gender from their handwriting.




Our paper also contributes to the peer grading literature. While peer grading is a common
practice across various educational settings, previous literature on peer grading finds inconclusive
evidence on the validity of peer grade Moreover, there is little to no evidence on gender dispari-
ties in peer grading Schemesﬂ Inconsistent findings on the validity of peer grading could be due to
several factors that differ across educational settings. For example, the degree of clarity in instruc-
tions and scoring rubrics has been shown to affect how closely peer grades and instructor-assigned
grades correlate. Also, if peer-assigned scores affect students’ actual course grades, a competition
channel may switch on. Equally plausible, students may be averse to assigning low scores to their
classmatesﬂ This familiarity effect will also depend on whether students know who their peer
grader is, and if they even receive the peer grades at all. We set up our experiment to rule out
several of these potential channels, while focusing on the gender differences. The most relevant
features of our experiment are that students do not know the identity of their peer evaluator, peer
evaluators know the name of the author of the submission that they are assigned to evaluate but
are unlikely to know that individual. Peer evaluators also know that peer-assigned grades do not
affect the author’s course grade. Importantly, our peer evaluators are incentivized to provide an
accurate peer assessment. The peer graders’ course grades are affected by whether, on average,
their peer assessments correlate with the TA’s assessments of the same work. This experimental
setting allows us to estimate a lower bound for gender disparities by turning off several potential
channels for additional bias.

Because we focus on the interaction between the students’ and the peer evaluators’ genders,
our paper is also relevant to the literature on in-group biases. The literature focusing on in-group

gender biases provides mixed evidence depending on the context. Boring [2017] and [Mengel et al.

SFalchikov and Goldfinch| [2000] provide a meta-analysis of 56 studies conducted between 1959 and 1999 and
find a 69% correlation between student-assigned scores and instructor-assigned scores. Some individual studies,
however, find evidence of tighter correlation. [Sadler and Good| [2006], for instance, analyze self-grading as well
as peer grading by middle school students and find a 91-94% correlation with teacher-assigned grades. |Luo et al.
|2014] analyze data from Massive Open Online Courses (MOOCs) and find that peer grades were fairly similar to
teacher-assigned grades on average, and that peer grading improved student learning. Analyzing peer grading in a
university setting, |Cho et al.| [2006| observe that providing clear instructions and rubrics results in closer alignment
between peer reviews and teacher-assigned grades.

6To our knowledge, there are only two studies on gender bias in peer grading. Sonnert| [1995] does not find
any gender bias in biologists evaluating their peer scientists’ work. In contrast, Langan et al.| [2005] find that male
undergraduate students favor their male classmates when they evaluate in-class presentations.

“Students find it difficult to give negative feedback to classmates, especially friends, because they worry about
damaging personal relationships [Lu and Bol, 2007, [Topping}, [{1998§].



[2018] show that both female and male students give higher evaluations to male professors. [Sarsons
et al.[[2021] provide experimental evidence for in-group biases in hiring decisions for both males and
females. While Bagues et al.[[2017] find no evidence that an increase in female evaluators increases
the number of chosen female candidates, [Bagues and Esteve-Volart| [2010] provides evidence that
female applicants are less likely to be selected when they are randomly assigned to an evaluation
committee with a higher share of women. By analyzing the gender bias in peer evaluations in
terms of content and writing skills, our paper also relates to the literature on gender stereotypes
where female (male) performance are underestimated (overestimated) in male-stereotyped tasks
or fields [Coffmanl [2014, Bordalo et al., 2016, [2019} [Sarsons et al |2021}, |Stoddard and Karpowitz,
2021]. We contribute to this literature by providing compelling evidence that high-achieving men,
who will complete performance evaluations in professional settings in the future, exhibit gender
bias. This form of bias may contribute to the persistence of gender gaps in professional leadership
positions especially in male-dominant fields where evaluators are more likely to be men.

Our results question the validity of peer evaluations broadly. Because we examine an experi-
mental setting in which peer evaluators are incentivized to closely adhere to a clear scoring rubric,
these results are especially concerning. In many real-world settings, incentives for objectivity are
weak or not present. One reason, which we mention above, is that an objective outcome variable
for comparison may not exist. Accordingly, we interpret the gender bias we identify as a lower
bound on the corresponding bias that is likely to arise in other institutional settings. The gender
biases that we identify suggest that peer evaluations may contribute to gender gaps in hiring,
promotion, and wages. For firms, occupations, or industries in which females are in the minority,
this observation is particularly concerning.

The rest of the paper proceeds as follows: sections 2 and 3 detail the experimental setting and
our data as well as sample selection with descriptive statistics, respectively. Section 4 describes
our methodology, defines our variables, and presents our main results. We conclude in Section 5

by discussing our findings.



2 Experimental Setting

There are two primary challenges in identifying and accurately measuring gender biases in peer
evaluations. First, evaluators are rarely randomly assigned. Without random assignment, reli-
able measurements of bias are difficult to obtain. Second, peer evaluations are often undertaken,
precisely because an objective measure of performance is unavailable. Accurately attributing an
observed disparity to bias requires an objective measure of performance. We overcome these
challenges by examining evaluations by randomly assigned peers, in the presence of an objective
performance benchmark.

We conducted a peer grading experiment in an introductory economics course at a large, com-
prehensive research university. Students completed four short essay assignments during the course,
which were then evaluated by a randomly matched classmate. Each assignment was based on a
clear prompt to which there were objectively correct answers. We compare the peer-assigned
grades to official grades of the same assignment submissions and explore whether these two scores
systematically differ. Official grades are determined by trained TAs who are randomly assigned
to specific students and grade their assignments blindly. TA assignments were re-randomized for
each of the four assignments.

The experiment was conducted during the Fall 2018 semester in a large, mostly online in-
troductory macroeconomics course. These undergraduate students came from all undergraduate
degree-granting constituent colleges of the university and represented a wide variety of majors.
Enrolled students were 44.95% male and 55.05% female.

All enrolled students were required to complete four short essay assignments. These essay
assignments asked students to answer specific questions about an economic graph. There was a
single objectively correct answer to each question. No outside research was required, and neither
subjective analysis nor students’ own opinions were solicited. These questions were the types of
questions that an instructor would typically include as a free-response question on an exam in a
smaller course. Students were told that their submission should be composed in “essay form”, and
that while economics content would play a much larger role in determining their grade, writing

quality would also play a role. They were also told that there was no minimum or maximum



required length, but that a strong answer could be provided in approximately 150 Wordﬂ

Assignments were submitted into an electronic course management system (Canvas). Each
submission was graded blindly by a randomly assigned trained TAEI7 who assigned the official score
for inclusion in the student’s final course grade calculation, and by a randomly assigned (non-blind)
peer grader for evaluation. Both blind TAs and non-blind peer graders evaluated the assignments
using a common scoring rubric. Rubrics contained two types of questions: between seven and
eleven economic content questions, each of which had an objectively correct answer, and three
writing quality questions. Each question on the rubric was awarded a numeric score between zero
and ten. Partial credit was available for economic content questions if, for example, a student
provided the correct answer but used incorrect units of measurement. Writing questions were
scored on the same zero-to-ten scale. The grading procedure generated a content subscore (defined
as the percentage of possible content points earned), a writing subscore (defined as the percentage
of possible writing points earned), and an overall assignment grade (defined as the percentage of
total possible points earned). Peer graders had one week to complete the peer review. Official TA
grades were released after one week. Neither group had access to the other group’s scores.

When completing their evaluations, both TAs and peer graders had access to the same infor-
mation and scoring rubrics. The only difference was that peer graders could view the submission
author’s first and last name and possibly a small picture of the student’s face. The TAs graded
blindly; they did not have access to the names or the pictures of the authors. Importantly, this
experiment took place in a very large class. Most of students did not know each other. The
majority of peer graders did not know the gender of the author. Instead, they could infer the
author’s gender from the name or possibly look at the picture of the studentH Rather than
using the students’ actual gender, we use the gender predicted by their names. Using genderize.io,
we predict the gender probabilities for all first names. To be conservative, we used the following
definition: If gender is predicted as female with more than 90% probability, we define the name
as female-sounding. Similarly, if gender is predicted as male with more than 90% probability,

we define the name as male sounding. The remaining names are treated as ambiguous, and we

8 A sample assignment prompt is provided in Figure

9There were 5 male and 4 female TAs. All TAs were economics graduate students.

10Some students did not upload pictures into the system, and even when they did, these pictures were very small
(i.e., approximately the size of a dime).



assign “unknown gender.” We complete robustness checks by performing the analysis with a 70%
probability threshold as well as using the probability of being female as an alternative measure.

Only TA-assigned grades were used to calculate students’ final course grades. Each assignment
accounted for 2% of the author’s final course grade. Peer grades only affected the final course grade
of the peer grader. Peer graders received an overall peer grading score (across all four peer reviews)
that accounted for 4% of their final course grade. They did not receive any feedback on the quality
of their peer reviews before the end of the course. That is, they could not adjust their approach
assignment-to-assignment in response to feedback. Peer graders were told that they must complete
a peer review and that it must “more or less” match the TA’s evaluations to receive credit. If the
reviews were too dissimilar from the TA’s grades, they would not receive credit for completing the
peer review. The clear incentive was to match the TAs’ evaluations. If students had prior beliefs
about the strictness of TAs’ grades, they should have incorporated those beliefs when completing
their peer reviews. These instructions are consistent with the analysis that follows in the paper,
which focuses on the correlation between TA-assigned and peer review scores.

It is important to highlight the most relevant features of the experimental setting, as it relates
to accurately identifying and measuring the gender biases in peer evaluations.

In our setup, peer-assigned grades do not affect the author’s final course grade. Studying
settings in which peer evaluations affect someone else’s grade (or any other outcome or determinant
of well-being) would provide valuable insights, because that is what often happens in “real-world”
settings. However, if the peer grades were included in final course grades, rather than TA-assigned
grades, it would become challenging to isolate individual channels that may be at play. In our
setup, for example, we do not expect to observe any competition or familiarity effects that could
generate systematic deviations from the TA-assigned grades, which could also differ by gender.

Last but not least, peer graders’ final course grades are affected by their careful and thoughtful
completion of peer reviews. This incentivizes them to be as precise as possible. The discrimination
literature routinely shows that the observed discrimination tends to be lower or diminish when
there is explicit or implicit monitoring (See for example, Parsons et al.[2011]). Moreover, because

of these clear incentives, we interpret the gender biases that we identify as “lower bounds.”



3 Sample Selection and Summary Statistics

The data are generated by the randomly assigned blind teaching assistants’ expert evaluations and
randomly assigned non-blind classmates’ peer reviews of four short writing assignments. After the
submission deadline, each student’s assignment was randomly assigned to a specific TA’s grading
queue and randomly assigned to one of the student’s classmates for peer review. The peer review
assignments were made randomly by the course management system, and the matching process was
based solely on the pool of students who submitted the assignment by the deadline. If a student
did not submit their assignment by the deadline, they received a zero for their own assignment
and were not assigned a peer review, which implied a zero on that peer review exercise as well.
Each student that submitted an assignment by the deadline was assigned a peer review, and each
peer reviewer was only assigned one submission to review.

In our data, we observe all students who were ever enrolled in the course in Fall 2018. On
the other hand, in our peer grading analysis, inclusion in the sample is conditional on submitting
the assignment correctly by the deadline. Students who failed to submit a particular assignment
by the submission deadline as instructed are not included in the data for that assignment. These
students will, however, appear in the data for other assignments. Also, we have missing TA-
assigned or peer-assigned grades if students fail to follow submission instructions and/or if a peer
grader does not complete their assigned peer review. Ultimately, we work with the sample of
homework assignments that are submitted correctly, and for which the peer reviewer completed
their review.

In panel A of Table[l] we report the descriptive statistics on the full sample of 975 students for
4 assignments leading to 3900 observations over the semester. Approximately 24% of assignments
were either not submitted, submitted late, or submitted incorrectly. Among the assignments that
were submitted on-time and correctly, 2% of assigned peer reviewers did not complete the review.
In terms of incomplete peer grading, we do not find any significant differences between men and
women. On the other hand, male students were more likely to skip an assignment or submit
late/incorrectly, which is the only apparent significant gender difference in terms of the dropped
observations.

Descriptive statistics of performance measures are reported for the full sample in panel B of

10



Table [l We report the same statistics for the restricted sample used in our analysis in panel C of
Table[l] Female students perform better than male students on all assessments in the course, except
for the three high-stakes exams. This observation is consistent with previous findings on gender
differences in performance under pressure and when stakes are high. There are small differences
between the restricted and full sample. The restricted sample is slightly more positively selected
in terms of performance in assessments, but the gender differences in TA-assigned scores and peer
scores, and gender composition appear similar.

The summary statistics in panel C of Table |1 reveal that there is a small performance gap in
favor of female students for TA-assigned scores. This gap is largely driven by content subscores.
The difference between male and female students’ TA-assigned writing subscores is comparably
very small and just barely significant. For the peer-assigned grades, the gender gap is larger, but
it follows the same pattern in content and writing subscores. The peer-assigned scores appear to
be lower than the TA-assigned scores both for female and male students.

We check for balance of characteristics between the assignments graded by female and male
peers. In Table[2] we show the summary statistics of peer assigned scores by the gender of the peer
grader. It seems that peer graders were not more or less likely to be assigned to a student with
a certain gender in our randomized peer assignment. Also, female and male peer graders seem to
be assigned to students who performed similarly in terms of blind TA-assigned scores and other
overall course performance measures. This table also shows that female peer graders, on average,
give lower scores to the homework assignments they grade than the male peer graders. This gap
seems to be the larger in content subscores. Based on the summary statistics, it appears that peer
graders are tougher graders than the TAs, and that female peers deviate even more negatively than
male peer graders. In the analysis below, we will investigate these differences more carefully.

Lastly, we also check for balance of characteristics between the assignments blindly graded
by female and male teaching assistants. Table [3| shows the summary statistics by the gender of
the teaching assistants. These statistics suggest no significant differences in terms of performance
measures. We do not find any statistically significant difference in TA-assigned overall scores or
content subscores. However, it appears that male TAs assign slightly higher writing subscores than

their female counterparts.
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To check whether the validity of peer grading is similar across the distribution of scores, we
first plot the cumulative distribution functions for overall scores, content subscores, and writing
subscores, separately for TA-assigned scores and peer scores. These CDF's are depicted in Figure
These figures reveal that the peer content subscores are lower than TA-assigned content subscores
across the distribution, and these differences are slightly larger at the higher end of the score
distributions.

Table |2| shows that assignments graded by female peer graders have lower scores on average,
and that this difference is driven by content subscores. In order to observe whether this observa-
tion holds across the distribution of scores, we plot the cumulative distribution functions of each
subscore assigned by peer graders, separately for male and female peer graders. These CDFs are
presented in Figure[3] These figures reveal that the differences are larger in the content subscores,
and that content subscores by male peer graders stochastically dominate content subscores by
female peer graders.

Finally, we consider the deviation of peer grades from the blind TA-assigned grades. Figure [4]
shows the average deviations by gender pairs, where author’s gender is predicted by their first name.
This figure shows that peer graders deviate negatively, on average. These negative deviations are
similar across different gender pairs, except when male peer graders are randomly assigned to
students without female sounding names. The second graph in this figure further distinguishes the
gender pair. Each author’s gender is categorized by a female-sounding name, male sounding name,
or ambiguous namdﬂ This graph is consistent with the previous one, again suggesting similar
negative deviations for all gender pairs, except when male peer graders are randomly assigned to
authors with male-sounding names or ambiguous names. Figure [5| shows the deviations between
TA-assigned and peer scores, by gender pairs, for the content and writing subscores. It suggests
that the differences are driven by the deviations in content subscores. The deviations in writing
subscores do not appear to be statistically different from zero for any gender pair. In the next

section, we analyze these differences in more detail.

111f a name is predicted to be a female or male name with a 90% or higher probability, we define it as a female
or male sounding name. All other names are defined as ambiguous.
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4 Methodology and Results

The empirical strategy employs a fixed effects model. There are four short writing assignments in
the semester, and blind TA and peer grader assignments are re-randomized each time. Accord-
ingly, the same grader evaluates different students across the four assignments, and each student is
graded by different graders. We use peer grader fixed effects, which controls for unobserved grader
characteristics. We compare peer-assigned scores when the peer grader randomly receives a sub-
mission with a female- versus a male-sounding name, while controlling for the (blind) TA-assigned
grade. Similarly, we include student-fixed effects to control for unobserved student characteristics.
We compare the peer-assigned grades the same student is randomly assigned to a female or male
grader, again controlling for the (blind) TA-assigned grade. We also have the opportunity to com-
pare the peer-assigned grades when the same student is randomly assigned to a high-performing
or a low-performing peer grader.

Following Boring] [2017], we first use peer grader fixed effects to compare how the same (male or
female) peer grader evaluates a submission by a randomly assigned student with a female-sounding

name with a randomly assigned student without a female-sounding name.

Peer Score;j;: = a+ 81Stu Peer M;; + B2Stu Peer Fij + B3 X[, + BaZjt + pj + €ije (1)

where Peer Score;;; is the score student ¢ receives from peer grader j on assignment ¢. The two
main variables of interest, when considering the effect of gender pairs, are Stu Peer M;;, which is a
dummy variable that takes the value 1 if the peer score is given by a male peer grader to a student
without a female-sounding name, and Stu Peer F;;, which is a dummy variable that takes the value
1 if the peer score is given by a female peer grader to a student with a female-sounding name. X7,
includes the TA-assigned score that student ¢ receives on assignment ¢, as well as the TA’s gender.
Z]’-t includes peer grader j’s own TA-assigned scores on assignment ¢, and p; represents the peer
grader fixed effects.

Similarly, in the student fixed effects specification, we are able to compare how the same student

13



is graded by a randomly assigned male peer grader versus a randomly assigned female peer grader:

Peer Score;;; = a + [B1Stu Peer M;; + BoStu Peer Fij + B3 X!, + BaZj + v; + € (2)

These fixed effects models enable us to control for three important unobservable student and
peer grader characteristics that may influence the peer assigned scores. These unobserved char-
acteristics are students’ knowledge, their ability to demonstrate knowledge in an essay, and their
grading styles as peer reviewers. While controlling for blind TA-assigned scores, we can analyze
whether male peer graders are biased against female students, whether female peer graders are
biased against male students, whether peer graders in general are biased against female students,
and whether there is a difference in how biased male and female peer graders are.

We begin with the analysis of the content subscores. Recall that these content subscores are
based on questions with objectively correct answers. The scoring rubric clearly establishes the
points that should be awarded for correct or partially correct answers. Table [d] shows the results
from the peer grader fixed effects model in the first two columns and the student fixed effects model
in the last two columns. Standard errors are clustered at student and peer grader level. The results
from the peer grader fixed effects models show that male peer graders give higher content scores
to students without female-sounding names, relative to assignments with female-sounding names.
The results in columns 1 and 2 suggest that male peer graders award students without female-
sounding names content subscores that are approximately 2.1 points higher, compared to what
they award students with female-sounding names. The student fixed effects models in columns
3 and 4 show that students without female-sounding names receive content subscores that are
approximately 2.3 points higher with male peer graders than with female peer graders.

Both of these specifications in equation[I]and equation 2] give the same results as if each of them
were estimated as two separate specifications: one in which Stu Peer F;j is kept and Stu Peer M;j
is replaced by a student’s predicted gender dummy variable, and another in which Stu Peer M;j
is kept and the Stu Peer F,;j variable is replaced by a student’s predicted gender dummy variable.
We provide the results on these separate estimations both for peer grader and student fixed effects

regressions in the table[7] Using equation|[I] the result on Stu Peer M;j directly shows how a same
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male peer grader grades a student without a female sounding name compared to a student with a
female sounding name. The result on Stu Peer F;j directly shows how a same female peer grader
grades a student with a female sounding name compared to a student without a female sounding
name.

According to columns 1 and 2 of Table[d] female peer graders award similar content subscores to
students with female-sounding names, compared to students without female-sounding names. The
estimated difference is around 0.2 points, suggesting a possible small and statistically insignificant
bias in favor of female-sounding names. Similarly, students with female-sounding names tend to
receive similar grades from male and female peer graders, according to the specifications in Columns
3 and 4. Column 3 and 4 identify small and statistically insignificant estimates that suggest
students with female-sounding names may receive lower grades if they are randomly assigned a
female peer grader.

Previously, we provided balance checks, both by the TA’s gender and peer grader’s gender. The
key balance issue in this analysis is whether male and female peer graders are randomly assigned
similar pools of students with and without female-sounding names. We could be concerned, for
instance, if male peer graders only receive assignments from poorly qualified students with female-
sounding names and highly qualified students without female-sounding names, whereas female peer
graders receive assignments with similar qualifications from students with and without female-
sounding names. This possibility is not necessarily ruled out by our initial balance checks. To
address this potential concern, we also run a regression of blind TA-assigned scores on the gender
pairs, with student fixed effects. Table [5| shows that there is no statistically significant difference
in TA-assigned scores across different gender pairs.

Next, we conduct a similar analysis of the writing subscores, which are more susceptible to
subjective judgment, because there is no single ”correct” way to compose an essay response. Table
[6] presents the results for the writing subscores using the same specifications and format as Table
[ The results from the peer grader fixed effects models in Columns 1 and 2 show that male peer
graders award lower writing subscores to students without female-sounding names, compared to
how they evaluate assignments with female-sounding names. The estimates suggest that male

peer graders assign approximately 1.5 fewer points in the writing subscore to students without
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female-sounding names, compared to students with female-sounding names. The student fixed
effects regressions in Columns 3 and 4 show that students without female-sounding names receive
approximately 0.3 fewer points in the writing subscore when they are randomly assigned a male
peer grader, compared to being randomly assigned a female peer grader. This estimate is small
and not statistically significant. These results suggest that the advantage given by male graders
to students without female-sounding names with content subscores is reversed in favor of female-
sounding names with writing subscores. This observation is consistent with stereotypes that women
are better at writing.

While male peer graders assign higher writing subscores to assignments with female-sounding
names, this effect is dominated by the opposiste effect on the content subscores. The magnitude
of male peer graders’ bias in favor of assignments without female-sounding names in the con-
tent subscores (approximately 2.1 points) exceeds that of their bias in favor of assignments with
female-sounding names in the writing subscores (approximately 1.5 points). These are independent
estimates, which implies that the relative size of these biases is not driven by the outsized impor-
tance of content subscores in overall grade calculations. However, that weighting does reinforce
the difference.

Female graders award similar writing subscores to students with female-sounding names, com-
pared to students without female sounding names. The estimates in Columns 1 and 2 of Table
[6] suggest a small, approximately 0.6-point bias against female-sounding names, but this bias is
statistically insignificant. Similarly, Columns 3 and 4 suggest that students with female-sounding
names receive slightly lower writing subscores from female peer graders, compared to male peer
graders. These results are also statistically insignificant.

Table [ and [6] also provide insights into the general validity of peer grading. We find that
content subscores demonstrate considerably more validity than writing subscores. In Table [} the
coefficient for the content subscore given blindly by TAs is approximately 0.79 when measured
using peer grader fixed effects and 0.69 when measured using student fixed effects. This result
can be interpreted as saying that a 1-point increase in the TA-assigned content subscore leads to
a 0.69-0.79-point increase in the peer-assigned content subscore. Unsurprisingly, we observe much

more severe validity concerns in the writing subscores. In Table [6] the coefficient for the blind
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TA writing subscore is approximately 0.11 when measured using peer grader fixed effects and 0.08
when measured using student fixed effects. Moreover, an 8-11% correlation is especially low and
concerning when establishing validity.

Finally, in Table [] and [6] we observe the effect of own performance on peer graders scoring
behavior. In the fourth column of both tables, in which we apply student fixed effects, the coeffi-
cients of graders own content subscore suggest that when a same student is randomly assigned to a
peer grader whose content subscore is higher, they receive lower peer-assigned scores, conditional
on their TA-assigned scores. When the randomly-assigned peer reviewer’s own content subscore
increases by one point, a student receives 0.37 fewer points in the content subscore and 0.4 fewer
points in the writing subscore from the peer reviewer. This result suggests that higher performing
peer reviewers assign lower peer review scores.

In all of these regressions, we define female-sounding names as names that are predicted to be
a female name with more than 90% probability. In order to check for robustness of our results to
this definition, we complete robustness checks by performing the analysis with a 70% probability
threshold (in Table |§| and Table|11|as well as using the probability of being female as an alternative
measure in Table [§] and Table [I0] where we do not find significantly different results.

In this section, we present several results related to the validity of peer grading and gender
biases. First, we investigate the general validity of peer grading. We find that peer graders assign
lower scores than TAs assign to the same submissionﬂ When we decompose this effect by focusing
separately on content and writing subscores, we identify stronger validity in the content subscores
and much weaker validity in the writing subscores. Next, we find that male peer graders assign
higher scores to students without female-sounding names. Similarly, students without female-
sounding names receive high peer scores when they are randomly assigned to a male peer reviewer.
These effects are driven by the content subscores. We do not find evidence that female peer graders
evaluate students with or without female-sounding names differently, nor that a student with a
female-sounding name receives higher or lower peer scores when randomly assigned to a female
peer reviewer. Finally, we observe that higher performing peer graders assign lower peer scores.

These findings are particularly compelling, because they were obtained in an experimental

12Students do not know their TA graders and all grade contests are sent to the instructor. Given that TAs do
not deal with grade contests, we do not expect the TAs to give higher grades to avoid student complaints.
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setting in which peer graders were incentivized to match a clear scoring rubric. For this reason,
we view the observed gender bias as a lower bound estimate. The results have strong implications
for real-world settings, especially when female students and workers are the minority in a class,

field, industry, or occupation and are likely to face male peer evaluators.

5 Conclusion

We conduct a peer evaluation experiment using peer grading in a large introductory economics
course at a flagship public research university. Students complete short writing assignments, for
which there is an objectively correct answer, and each submission is evaluated blindly by a randomly
assigned trained graduate teaching assistant and non-blindly by a randomly-assigned classmate.
Overall grades are calculated as a weighted combination of content and writing subscores, where
the latter is expected to have more room for subjective evaluation. The course management system
(Canvas) randomly assigns each submission to one of the author’s classmates for peer review. The
peer reviewer then evaluates their classmate’s submission using the same rubric as the teaching
assistants, and they are told that they should “more or less” match the TA-assigned grades in
order to receive credit.

We compare (blind) TA-assigned grades and (non-blind) peer-assigned grades to evaluate the
general validity of peer grading in university courses and to identify whether gender biases may
explain any observed divergence between these two sets of scores. We assert that peer grading is
valid if peer grades match the grades assigned by trained TAs. Beyond simply determining whether
these grades match, we also examine whether any observed differences exhibit an identifiable gender
bias.

Our findings can be summarized in four pillars. First, we find that expert and peer grades
differ systematically. Validity concerns are more severe when evaluating writing quality than when
evaluating answers to specific economics content questions with objectively correct answers. One
might be concerned that TAs may be more prone to inflating grades if they wish to avoid complaints
and contested scores. This could generate the observed deviations between TA and peer grades.

However, in this experimental setting, complaints and contested scores were not handled by grading
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TAs, but instead by the course instructor. The TAs were simply instructed to evaluate the work
blindly and assign a grade using a clear scoring rubric. There were no apparent incentives to inflate
or deflate scores by randomly assigned blind teaching assistants.

Second, we observe gender bias in content subscores. Male peer graders assign 2.02-point higher
scores, on average, to authors without a female-sounding name than they do to authors with a
female-sounding name. Similarly, students without a female-sounding name receive 2.50-point
higher scores, on average, when they are randomly assigned to a male peer grader. While these are
not small deviations in magnitude, they are also statistically significant and can be interpreted as
lower bound estimates. Because peer graders were incentivized to match the TA-assigned scores,
the observed deviation is potentially smaller than it would be without “monitoring.” Monitoring
has been shown to reduce biases and result in more accurate peer evaluations.

Observing clear gender bias in the content subscores but not in the writing subscores is sug-
gestive evidence that the bias stems from statistical discrimination, as opposed to taste-based
discrimination. Taste-based discrimination would be expected to appear in both subscores. Be-
cause it is only observed in one — and more interestingly, not the more subjective writing subscores
— we suspect that the observed bias is consistent with statistical discrimination.

Female peer graders assign lower scores than male peer graders on average. By using blind TA-
assigned scores as an objective benchmark, and analyzing peer scores by gender pairs, we establish
the specific channel through which this disparity arises. It is not that female peer graders are
tougher graders, per se. Rather, male peer graders give a positive boost to their male classmates.
Peer scores assigned by female students, in general, and peer scores assigned by male students to
female students are quite similar.

Third, we also find that high performing peer graders are tougher peer graders. We also
considered whether course performance and understanding of the material might differ by gender,
which could explain differences in peer grading practices. However, conditioning on the peer
grader’s own score did not affect the results. Female students perform better on these assignments,
but that is not driving the difference in scores assigned by female and male peer graders.

While we observe some evidence of gender bias, it is possible that the experimental setting itself

combats such a bias. Because peer graders are monitored and even incentivized, they may demon-
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strate less bias than they would in a “real world” setting without monitoring and/or incentives.
That is, it may be the case that peer graders possess gender-based biases, but they did not act
on those biases because they knew that they were being observed. Moreover, in an experimental
setting, students with female sounding names were equally likely to be assigned to female or male
peer graders. In a “real world” setting in which male evaluators favor males, female students and
workers in male-dominant fields will be more likely to be receiving lower grades or performance
evaluations than their male counterparts, precisely because peer evaluators are more likely to be

male.
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6 Figures and Tables

Figure 1: Sample Prompt for a Short Writing Assignment

The short writing assignments are intended to promote critical thinking, and to allow you to develop your
communication skills. There is no required length, but you should not need more than 150 words. These SWAs
should be written in essay form. They will be evaluated by the TAs for accuracy and writing quality. They will also be
evaluated by one of your classmates...but your grade will only be based on the TAs’ evaluation.

For each of the four assignments, you will submit it twice, once for TA grading and once for peer grading. You
should, however, submit the exact same document both times: once here and once for peer review. If you do not
submit the assignment both places by the due date/time, you will not receive credit for the SWA. You will also not

have the opportunity to complete a peer grading assignment for that SWA.

The graph below depicts the market for labor in the dystopian country of Rushland - where the Rushians live. This
graph depicts the market before the introduction of a minimum wage. You will, however, use this diagram to
analyze the effects of a minimum wage.

Hourly Wage

I I
500 1,000 1,500 2,000 2500 3,000 3,500
Hours Worked

The misguided Government of Rushland has decided to implement a minimum wage to promote employment. The
minimum wage will be set at $10 per hour.

Identify the equilibrium wage and level of employment before the imposition of the minimum wage. ldentify and
quantify the effect of the minimum wage on: 1) employment, 2) unemployment, 3) employers’ surplus, 4)
employees’ surplus, and 5) total surplus.
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Figure 2: CDF of TA-assigned and Peer-assigned Grades
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Note: The figures present the cumulative distribution functions for overall scores, content
subscores, and writing subscores, separately for blind TA-assigned scores and non-blind peer

scores.
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Figure 3: CDF of Subscores Assigned by Peers by Peer Grader’s Gender

Peer Content Scores by Peer Gender
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Note: The figures plot the cumulative distribution functions of each subscore, assigned by
non-blind peer graders, separately by for male and female peer graders.
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Figure 4: Deviations by peer graders’ gender and students’ predicted gender pairs

Deviation of Peer Grades from Blind TA Grades
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Note: These figures show the average deviations of non-blind peer-assigned overall scores from blind TA-assigned
overall scores by gender pairs of students and peer graders, where student’s gender is predicted by their first name.
In the first graph, each student’s gender is categorized by a female sounding name if it is predicted as a female
name with 90% probability and it is predicted as non-female otherwise. The second graph in this figure further
distinguishes the gender pair. Each student’s gender is categorized by a female-sounding name, male sounding
name, or an ambiguous name. If a name is predicted to be a female or male name with a 90% or higher probability,
we define it as female or male sounding name. All other names are defined as none (no prediction).



Figure 5: Deviations in subscores by peer graders’ gender and students’ predicted gender pairs

Deviation of Content Scores from Blind TA Content Scores
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Note: These figures show the average deviations of non-blind peer-assigned content and writing subscores from
blind TA-assigned scores by gender pairs of students and peer graders, where student’s gender is predicted by their
first name. Each student’s gender is categorized by a female-sounding name, male sounding name, or an ambiguous
name. If a name is predicted to be a female or male name with a 90% or higher probability, we define it as female
or male sounding name. All other names are defined as none (no prediction).



Table 1: Summary Statistics by Gender

Female Male Gap
Mean/sd ~ Mean/sd b

Panel A: All students enrolled: Selection

Received a Final Course Grade 0.91 0.92 -0.01
(0.29) (0.27)

Received a Peer Review Score 0.91 0.92 -0.01
(0.29) (0.28)

No, Late, or Incorrect submission 0.23 0.26 -0.03**
(0.42) (0.44)

Not submitted 0.08 0.11 -0.03***
(0.28) (0.32)

Submitted late 0.03 0.02 0.01
(0.18) (0.15)

Peer assigned but no peer grade turned in 0.02 0.01 0.00
(0.13) (0.11)

Homework Submitted in TA bin but not in Peer Bin 0.10 0.11 -0.01
(0.30) (0.32)

Homework Submitted in Peer Bin but not in TA Bin 0.01 0.01 0.00
(0.10) (0.09)

Observations 2148 1752 3900

Panel B: All students enrolled: Performance

Exam 1 79.41 82.18 -2.78%FF
(14.31) (13.22)

Exam 2 75.88 77.07 -1.19%*
(15.76) (13.75)

Exam 3 77.62 80.94 -3.32%**
(14.85) (13.68)

Final Quiz Average 91.88 89.78 2.10%**
(11.15) (13.61)

Final Course Grade 81.30 82.07 -0.77"
(12.43) (11.69)

Blind TA Score 88.54 87.03 1.51**"
(15.80) (16.16)

Blind TA Content Subscore 86.05 84.21 1.83**
(20.30) (20.80)

Blind TA writing Subscore 96.11 95.70 0.42*
(6.74) (6.77)

Peer Overall Score 87.70 85.58 2.12%**
(15.95) (17.20)

Peer Content Sub 85.05 82.60 2.45%**
(20.12) (21.46)

Peer Writing Sub 95.72 94.78 0.94**
(9.87) (11.53)

Panel C: Analysis Sample: Performance

Exam 1 81.39 83.95 -2.56™F
(13.19) (11.70)

Exam 2 77.86 78.42 -0.56
(14.67) (12.87)

Exam 3 78.40 81.23 -2.83%**
(14.28) (13.81)

Final Quiz Average 92.95 91.39 1.57%**
(9.21) (10.96)

Final Course Grade 82.58 83.25 -0.66™
(11.05) (10.14)

Blind TA Score 88.96 87.38 1.58***
(15.44) (16.09)

Blind TA Content Subscore 86.59 84.64 1.95**
(19.83) (20.77)

Blind TA writing Subscore 96.11 95.79 0.33
(6.80) (6.67)

Peer Overall Score 87.78 85.83 1.95%**
(15.93) (17.01)

Peer Content Sub 85.15 82.91 2.25%**
(20.09) (21.21)

Peer Writing Sub 95.72 94.84 0.88**
(9.93) (11.50)

Observations 1619 1272 2891

Note: Standard deviations are in parentheses. * p<0.10, ** p<0.05, *** p<0.010
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Table 2: Balance by Peer Grader’s Gender

Female Peer Male Peer Difference

Mean/sd Mean/sd b
Female Student 0.56 0.56 0.01
(0.50) (0.50)
Predicted Female Student 0.38 0.38 0.01
(0.49) (0.49)
Predicted Male Student 0.40 0.41 -0.01
(0.49) (0.49)
No Predicted Gender 0.21 0.21 0.00
(0.41) (0.41)
Pr. Of Female Name 0.49 0.48 0.01
(0.44) (0.44)
Female Blind TA 0.43 0.46 -0.03
(0.50) (0.50)
Exam 1 82.39 82.67 -0.28
(12.62) (12.62)
Exam 2 78.02 78.23 -0.21
(13.92) (13.90)
Exam 3 79.65 79.65 -0.00
(14.37) (13.84)
Final Quiz Average 92.24 92.30 -0.06
(10.16) (9.90)
Final Course Grade 82.81 82.96 -0.14
(10.69) (10.63)
Blind TA Score 87.89 88.78 -0.89
(16.28) (14.98)
Blind TA Content Subscore 85.24 86.41 -1.18
(20.89) (19.37)
Blind TA writing Subscore 95.98 95.96 0.02
(6.77) (6.72)
Peer Overall Score 86.09 88.06 -1.97**
(17.24) (15.20)
Peer Content Sub 83.11 85.60 -2.49***
(21.52) (19.23)
Peer Writing Sub 95.18 95.53 -0.36
(11.42) (9.51)
Observations 1670 1221 2891

Note: Standard deviations are in parentheses. * p<0.10, ** p<0.05, *** p<0.010
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Table 3: Balance by Teaching Assistant’s Gender

Female Blind TA Male Blind TA Difference

Mean/sd Mean/sd b

Female Student 0.55 0.57 -0.02
(0.50) (0.50)

Female Peer Grader 0.56 0.59 -0.02
(0.50) (0.49)

Exam 1 82.37 82.62 -0.25
(12.70) (12.56)

Exam 2 78.40 77.88 0.52
(13.84) (13.97)

Exam 3 79.74 79.58 0.15
(13.86) (14.37)

Final Quiz Average 92.31 92.23 0.08
(10.11) (10.01)

Final Course Grade 82.96 82.81 0.15
(10.67) (10.66)

Peer Overall Score 87.01 86.86 0.15
(16.66) (16.26)

Peer Content Sub 84.27 84.08 0.20
(20.98) (20.33)

Peer Writing Sub 95.38 95.29 0.10
(10.42) (10.84)

Blind TA Score 88.07 88.42 -0.36
(15.88) (15.64)

Blind TA Content Subscore 85.58 85.85 -0.27
(20.43) (20.14)

Blind TA writing Subscore 95.59 96.28 -0.69***
(8.22) (5.28)

Observations 1279 1612 2891

Note: Standard deviations are in parentheses. * p<0.10, ** p<0.05, *** p<0.010
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Table 4: Content Sub-Scores: Peer Grader and Student FEs
PG FEs PGFEs Stu FEs Stu. FEs
Predicted female*Female Peer Gr. 0.223 0.205 -0.219 -0.145
(0.831) (0.829) (0.939) (0.942)
Predicted Non-female*Male Peer Gr.  2.063** 2.150** 2.285*** 2.286***
(0.963) (0.963) (0.858) (0.857)

Blind TA Content Subscore 0.786***  0.787*** 0.692*** 0.693***
(0.0191)  (0.0192) (0.0236) (0.0237)
Blind TA Writing Subscore 0.0883* 0.0871* 0.0528 0.0524
(0.0451)  (0.0451) (0.0529) (0.0532)
Female Blind TA 1.356** 1.379** 0.0167 0.0672
(0.606) (0.605) (0.629) (0.628)
Graders Content Subscore -0.0379** -0.0368**
(0.0183) (0.0148)
Graders Writing Subscore -0.0288 -0.0536
(0.0518) (0.0469)
Peer Grader FE Yes Yes No No
Student FE No No Yes Yes
Adj. R-squared 0.604 0.604 0.595 0.596
Observations 2793 2793 2793 2793

Note: Standard errors are in parentheses and clustered at student and peer grader level. The dependent variable is
peer-assigned content subscores. The estimations in first two columns control for fixed effects for peer graders and

the column 3 and 4 control for student fixed effects. * p<0.10, ** p<0.05, *** p<0.010
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Table 5: Balance Check: Blind Scores by Gender Pairs
Blind Score Blind Content Blind Writing

Predicted female*Female Peer Gr. -0.301 -0.371 0.00635
(0.954) (1.237) (0.409)
Predicted Non-female*Male Peer Gr. 0.531 0.808 -0.294
(0.793) (1.037) (0.391)
Student FEs Yes Yes Yes
Observations 2793 2793 2793

Note: Standard errors are in parentheses and clustered at student and peer grader level. The dependent variables
are scores assigned by blind expert teaching assistants and varies in each column as indicated by the column names.

All estimations control for fixed effects for students. * p<0.10, ** p<0.05, *** p<0.010
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Table 6: Writing Sub-Scores: Peer Grader and Student FEs
PG FEs PG FEs Stu. FEs Stu. FEs

Predicted female*Female Peer Gr. -0.616 -0.611 -0.526 -0.411
(0.665) (0.667) (0.677) (0.674)
Predicted Non-female*Male Peer Gr.  -1.511** -1.470** -0.348 -0.293
(0.649) (0.649) (0.664) (0.660)
Blind TA Content Subscore 0.0939***  0.0941***  0.0879***  0.0879***
(0.0134) (0.0135) (0.0155) (0.0155)
Blind TA Writing Subscore 0.115*** 0.113*** 0.0849* 0.0823*
(0.0386) (0.0386) (0.0440) (0.0436)
Female Blind TA 0.411 0.419 0.395 0.410
(0.468) (0.469) (0.519) (0.520)
Graders Content Subscore -0.0191 -0.0398***
(0.0143) (0.0126)
Graders Writing Subscore 0.0272 0.0592
(0.0440) (0.0433)
Peer Grader FE Yes Yes No No
Student FE No No Yes Yes
Adj. R-squared 0.153 0.153 0.0241 0.0284
Observations 2793 2793 2793 2793

Note: Standard errors are in parentheses and clustered at student and peer grader level. The dependent variable is
peer-assigned writing scores. The estimations in first two columns control for fixed effects for peer graders and the

column 3 and 4 control for student fixed effects. * p<0.10, ** p<0.05, *** p<0.010
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Table 7: Content Sub-Scores: Peer Grader and Student FEs
(PG FEs) (PGFEs) (PGFEs) (SFEs) (SFEs) (SFEs)

Predicted female*Female Peer Gr. 0.205 2.355* -0.145 2.140*
(0.829) (1.297) (0.942) (1.257)
Predicted Non-female*Male Peer Gr. 2.150** 2.355* 2.286*** 2.140*
(0.963) (1.297) (0.857) (1.257)
Predicted Female Student -2.150**
(0.963)
Predicted Non-female Student -0.205
(0.829)
Female Peer Grader -2.286***
(0.857)
Male Peer Grader 0.145
(0.942)
Peer Grader FE Yes Yes Yes No No No
Student FE No No No Yes Yes Yes
All Controls Yes Yes Yes Yes Yes Yes
Observations 2793 2793 2793 2793 2793 2793

Note: Standard errors are in parentheses and clustered at student and peer grader level. The dependent variable is peer-

assigned content scores. The estimations in first three columns control for fixed effects for peer graders and the last three
column control for student fixed effects. This table aims to show that interaction terms in fixed effects specifications give us
the same results directly which can be obtained in two separate specifications. For example, using equation [1} the estimated
coefficient of Predicted Non-female*Male Peer grader in the first column (2.150) shows how a same male peer grader grades
a student without a female sounding name compared to a student with a female sounding name. This is also obtained in
the second column as the estimated coefficient of Predicted Female student (-2.150). Similarly, the estimate for the Predicted
female*Female Peer Grader in the first column (0.205) directly shows how a same female peer grader grades a student with a
female sounding name compared to a student without a female sounding name. The same result is obtained in third column

as the coefficient of Predicted Non-female Student (-0.205). * p<0.10, ** p<0.05, *** p<0.010
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Table 8: Content Sub-Scores: Peer Grader and Student FEs
PG FEs PGFEs Stu FEs Stu. FEs
Prob of female*Female Peer Gr. 0.465 0.456 -0.521 -0.443
(0.928) (0.926) (0.933) (0.935)
Prob of Non-female*Male Peer Gr. 1.896* 1.989* 2.423** 2.442**
(1.040) (1.038) (0.999) (0.999)

Blind TA Content Subscore 0.786***  0.788*** 0.692*** 0.694***
(0.0191)  (0.0193) (0.0236) (0.0236)
Blind TA Writing Subscore 0.0885* 0.0872* 0.0524 0.0520
(0.0451)  (0.0452) (0.0529) (0.0531)
Female Blind TA 1.377** 1.400** 0.0199 0.0705
(0.608) (0.606) (0.629) (0.628)
Graders Content Subscore -0.0377** -0.0367**
(0.0183) (0.0148)
Graders Writing Subscore -0.0280 -0.0539
(0.0520) (0.0469)
Peer Grader FE Yes Yes No No
Student FE No No Yes Yes
Adj. R-squared 0.603 0.604 0.594 0.596
Observations 2793 2793 2793 2793

Note: Standard errors are in parentheses and clustered at student and peer grader level. The dependent variable
is peer-assigned content subscores. The estimations in first two columns control for fixed effects for peer graders
and the column 3 and 4 control for student fixed effects. This table provides a robustness check for the definition
of female sounding names. Instead of an indicator variable for a female-sounding name with a certain probability

threshold, we use directly the probability of being a female name. * p<0.10, ** p<0.05, *** p<0.010
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Table 9: Content Sub-Scores: Peer Grader and Student FEs
PG FEs PGUFEs Stu. FEs Stu. FEs
Predicted female(70)*Female Peer Gr. 0.162 0.145 -0.499 -0.442
(0.818) (0.817) (0.924) (0.923)
Predicted Non-female(70)*Male Peer Gr.  1.887**  1.938**  2.299***  2.295***
(0.945)  (0.946)  (0.879)  (0.879)

Blind TA Content Subscore 0.786***  0.787*** 0.692*** 0.693***
(0.0191)  (0.0192) (0.0236) (0.0237)
Blind TA Writing Subscore 0.0898**  0.0887** 0.0525 0.0521
(0.0451)  (0.0452) (0.0528) (0.0531)
Female Blind TA 1.360** 1.383** 0.0191 0.0696
(0.607) (0.606) (0.629) (0.629)
Graders Content Subscore -0.0371** -0.0365**
(0.0184) (0.0148)
Graders Writing Subscore -0.0293 -0.0540
(0.0520) (0.0469)
Peer Grader FE Yes Yes No No
Student FE No No Yes Yes
Adj. R-squared 0.604 0.604 0.594 0.596
Observations 2793 2793 2793 2793

Note: Standard errors are in parentheses and clustered at student and peer grader level. The dependent variable is
peer-assigned content subscores. The estimations in first two columns control for fixed effects for peer graders and
the column 3 and 4 control for student fixed effects. This table provides a robustness check for the definition of

female sounding names. We use an indicator variable for a female-sounding name with a 70% probability threshold

instead of 90% as in main results. * p<0.10, ** p<0.05, *** p<0.010
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Table 10: Writing Sub-Scores: Peer Grader and Student FEs
PG FEs PG FEs Stu. FEs Stu. FEs

Prob of female*Female Peer Gr. -0.423 -0.421 -0.470 -0.354
(0.703) (0.705) (0.654) (0.650)
Prob of Non-female*Male Peer Gr.  -1.660** -1.610** -0.474 -0.383
(0.751) (0.751) (0.766) (0.760)
Blind TA Content Subscore 0.0931***  0.0933***  0.0878***  (0.0878***
(0.0135) (0.0135) (0.0155) (0.0155)
Blind TA Writing Subscore 0.115*** 0.113*** 0.0851* 0.0825*
(0.0386) (0.0385) (0.0440) (0.0436)
Female Blind TA 0.410 0.418 0.394 0.409
(0.467) (0.468) (0.519) (0.520)
Graders Content Subscore -0.0191 -0.0398***
(0.0143) (0.0126)
Graders Writing Subscore 0.0271 0.0592
(0.0440) (0.0433)
Peer Grader FE Yes Yes No No
Student FE No No Yes Yes
Adj. R-squared 0.152 0.152 0.0241 0.0283
Observations 2793 2793 2793 2793

Note: Standard errors are in parentheses and clustered at student and peer grader level. The dependent variable
is peer-assigned writng subscores. The estimations in first two columns control for fixed effects for peer graders
and the column 3 and 4 control for student fixed effects. This table provides a robustness check for the definition
of female sounding names. Instead of an indicator variable for a female-sounding name with a certain probability

threshold, we use directly the probability of being a female name. * p<0.10, ** p<0.05, *** p<0.010
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Table 11: Writing Sub-Scores: Peer Grader and Student FEs

PG FEs PG FEs Stu. FEs Stu. FEs
Predicted female(70)*Female Peer Gr. -0.336 -0.333 -0.187 -0.0941
(0.634) (0.636) (0.613) (0.609)
Predicted Non-female(70)*Male Peer Gr.  -1.561**  -1.537** -0.176 -0.120
(0.643)  (0.642)  (0.723)  (0.719)
Blind TA Content Subscore 0.0936***  0.0939***  0.0878***  (0.0878***
(0.0134) (0.0135) (0.0155) (0.0155)
Blind TA Writing Subscore 0.113*** 0.112*** 0.0852* 0.0826*
(0.0386) (0.0385) (0.0440) (0.0436)
Female Blind TA 0.419 0.427 0.393 0.408
(0.467)  (0.469)  (0.519)  (0.520)
Graders Content Subscore -0.0196 -0.0401***
(0.0143) (0.0126)
Graders Writing Subscore 0.0279 0.0601
(0.0441) (0.0433)
Peer Grader FE Yes Yes No No
Student FE No No Yes Yes
Adj. R-squared 0.153 0.153 0.0238 0.0281
Observations 2793 2793 2793 2793

Note: Standard errors are in parentheses and clustered at student and peer grader level. The dependent variable is
peer-assigned writing subscores. The estimations in first two columns control for fixed effects for peer graders and
the column 3 and 4 control for student fixed effects. This table provides a robustness check for the definition of

female sounding names. We use an indicator variable for a female-sounding name with a 70% probability threshold

instead of 90% as in main results. * p<0.10, ** p<0.05, *** p<0.010
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