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Abstract

Errors in the collection of household finance survey data may proliferate in population 

estimates, especially when there is oversampling of some population groups. Manual 

case-by-case revision has been commonly applied in order to identify and correct potential 

errors and omissions such as omitted or misreported assets, income and debts. We 

derive a machine learning approach for the purpose of classifying survey data affected by 

severe errors and omissions in the revision phase. Using data from the Spanish Survey of 

Household Finances we provide the best-performing supervised classification algorithm 

for the task of prioritizing cases with substantial errors and omissions. Our results show 

that a Gradient Boosting Trees classifier outperforms several competing classifiers. We 

also provide a framework that takes into account the trade-off between precision and 

recall in the survey agency in order to select the optimal classification threshold.

Keywords: machine learning, predictive models, selective editing, survey data.

JEL classification: C81, C83, C88.



Resumen

Los errores en la recopilación de datos de las encuestas financieras de los hogares 

podrían propagarse y afectar a las estimaciones poblacionales, sobre todo cuando 

existe un sobremuestreo de algunos grupos de población. Hasta ahora se han realizado 

revisiones manuales de cada entrevista para identificar y corregir los posibles errores y 

omisiones, como es el caso de los activos, ingresos o deudas omitidos o recogidos con 

información errónea. En este trabajo se ofrece un enfoque de aprendizaje automático para 

clasificar aquellos datos de encuestas que presentan errores y omisiones importantes 

durante la fase de revisión. Utilizando datos de la Encuesta Financiera de las Familias, 

se muestra el mejor algoritmo de clasificación supervisado con el fin de priorizar tales 

casos. Asimismo, se demuestra que con un modelo Gradient Boosting Trees (árboles de 

potenciación del gradiente) se obtienen mejores resultados que con otros clasificadores. 

Finalmente, se proporciona un marco que tiene en cuenta la disyuntiva entre precisión 

y exhaustividad (recall) en la entidad encuestadora para escoger el umbral óptimo de 

clasificación. 

Palabras clave: aprendizaje automático, modelos de predicción, edición selectiva, datos 

de encuestas.

Códigos JEL: C81, C83, C88.
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1 Introduction

Household finances surveys are major public sources of information which are available for research in
many countries. The Spanish Survey of Household Finances (EFF by its Spanish acronym) was one of
the first to be launched in Europe. The EFF is a longitudinal survey conducted by the Banco de España
(BdE by its Spanish acronym) that since 2002 provides detailed information on households’ assets, debt,
income and spending (Barceló et al., 2020). As Kennickell (2017) documents the production of household
finance data is complex. Survey data editing is time-consuming and costly and takes a substantial part
of the production process. Automatic data editing methodologies alleviate some of the costs, through
the identification of demographic inconsistencies which are easy to programme and identify. However,
the detection of other type of data erros such as omissions, implausible values or inconsistencies is much
harder to program exhaustively and requires manual editing intervention. This represents a challenge
for the data production process because measurement errors can propagate and affect several variables
along the interview given the complexity of the questionnaire. For example Kennickell (2006) argues
that not editing this kind of data may have important consequences for what is the resulting wealth dis-
tribution whereas Vermeulen (2018) poits out that measurement error might induce important biases,
specially when estimating the wealth distribution, which is typically very asymmetric. Thus, manual
case-by-case revision has been so far applied in order to identify and correct potential errors and omis-
sions.

In the particular case of the EFF, if important errors and omissions are detected during the revision
of a case and those cannot be solved with the available information (audio records for some questions or
interviewer comments), such interview is classified to be eligible for the recontacting of the household.
This implies that the household respondent receives a new telephone call where she would be re-asked
about the parts of the questionnaire that are affected by errors and any new information would be
incorporated in the corresponding revision of the case. This task has been done in every wave since
2002 because has been proved to be crucial to increase the accuracy and quality of the data. However, as
it was mentioned above, this manual classification is extremely time consuming so that improving the
automatization of the process is highly desirable.

Pursuing that goal, in this paper we find the best-performing machine learning algorithm that classi-
fies interviews with such substantial errors and omissions in this survey editing set up by learning from
the manual classification of cases made in previous waves. We decide to compare over a set of algo-
rithms which comprises classical machine learning models (Logistic Regression, K-Nearest Neighbors,
Support Vector Machines) and the well-known tree-based algorithms (Random Forests and Gradient
Boosting Trees) given that there is no prior on which of these models would be better in this set up. The
best performing algorithm, a Gradient Boosting Trees, outputs a score function assigning a probability
of being a case with substantial errors (or to be recontacted) to each questionnaire given a large set of
covariates. We show that the algorithm predicts with high accuracy the manual classification using dif-
ferent test sets. The modelprovides a AUC-ROC above 75%, which is in-between a random classifier and
a perfect classifier. We believe that this score is not low given the complex data generation process be-
hind the phenomenon we are studying. First, the data from the outcome variable is imbalanced. Second,
our setting is subject to a relatively larger number of variables than observational units, which is due to
the fact that the questionnaire logical is unique for each household. In addition, our trained classifier is
able to achieve an average precision of 23% and an average recall of 71% for multiple test sets. Using
new data from an incoming EFF wave, we observe that the performance of the selected model is stable
on new data and robust to a refinement of the target variable. We also show that a considerable part of
the prediction errors are related to unobservable variables at the time of the prediction. Lastly, since the
best model is not directly interpretable, as might be the coefficients of a regression, we use the SHAP

2

1 Introduction

Household finances surveys are major public sources of information which are available for research in
many countries. The Spanish Survey of Household Finances (EFF by its Spanish acronym) was one of
the first to be launched in Europe. The EFF is a longitudinal survey conducted by the Banco de España
(BdE by its Spanish acronym) that since 2002 provides detailed information on households’ assets, debt,
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interpretability framework to interpret the rationale behind the estimated model; it helps a reviewer to
interpret and explain the score asigned to each case, which also builds trust in the results of the model.

This methodology also allows us to characterize what is the desirable probability threshold that clas-
sifies questionnaires into the positive or negative class. To do so, it takes into account the acceptable
amount of false negatives relative to false positives that the statistical office (or the responsibles of the
study) previously sets. This empirical approach might be useful for other surveys as long as they can
use or exploit information from the revision and editing process in previous waves. In particular, it pro-
vides an automatically-generated score that increases the efficiency of the manual case-by-case revision
process giving priority to those cases more likely or prone to contain errors. In this sense, the use of
this type of score might be especially useful in cases where not massive manual revision can be per-
formed because of limited funding since just a small classification exercise to train and test the model is
needed. Furthermore, the score can also be informative about over and under-editing, which is a crucial
to monitor and discipline the data editing process.

We contribute to the survey methodology literature with an empirical tool to automatically identify
cases with substantial errors, saving manual revision time. In this sense, our paper speaks to previous
literature on selective editing (De Waal, 2013; Arbués et al., 2013) by providing a framework within the
machine learning literature where the research team can set the acceptable amount of false negatives
given the trade-off with false positives. Our work also speaks to the literature on edit prioritization
using score functions (Latouche and Berthelot, 1992; Allard et al., 2001; Hedlin, 2003; Gismondi, 2007).

Recently, the application of machine learning techniques in survey methods research has spread.
The are works in forecasting panel attrition (Kern et al., 2021), in modelling unit non-response (Toth and
Phipps, 2014; Kern et al., 2021, 2019), to find errors in textual data (He and Schonlau, 2021), to classify
coding errors (Schierholz and Schonlau, 2020) and in classical imputation methods (Dagdoug et al.,
2021). In general, these techniques are becoming increasingly important in the survey data production
process. In this sense, we contribute to this literature by providing an empirical approach and the
optimal model given the data to produce scores that allow to prioritize revision. We find the best-
performing model in our setup is a Gradient Boosting Trees.

The paper is organised as follows. In section 2 we discuss some research done in this area and the use
of machine learning techniques in data editing. Section 3 describes the data and methodology used to
approximate the recontact score function, and in section 5 we disentangle the results for the in-sample
and out of the sample data. We also briefly discuss about the main advantages and caveats of this
methodology in the last section.

2 Background

The Spanish Survey of Household Finances (EFF) is a survey conducted by the Banco de España since
2002 that provides detailed information on income, assets, debts and spending of Spanish households.
The majority of questions refer to the household as a whole except for labor and related income that
refer to each particular household member over the age of 16. Most of the information makes reference
to the time of the interview, although information on all pre-tax income sources is also referring to
the previous calendar year. The information is collected through personal interviews with households,
conducted by interviewers with specific training and computer-assited (CAPI).1 The EFF fieldwork lasts
around 9 months starting at October of the corresponding wave year.

Throughout the data production process, which starts immediately after the beginning of the field-
work, a number of data quality control and validation tasks are carried out; see Barceló et al. (2020) for

1In 2020, due to the pandemic context, interviews were conducted by telephone (CATI).
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a detailed description of the EFF methodology. In addition to many consistency (hard and soft) checks
that are programmed in the CAPI instrument to minimise different types of errors (values out or range,
implausible values and inconsistencies), BdE together with the field company (FC) conduct an exten-
sive manual revision process of all completed interviews. On top of this, interviewer’s work is closesly
supervised not only regarding response rates but also in terms of data quality.

The revision process is iterative between the FC and BdE, Figure B.1 summarizes it. In the first part
of the revision, the revision team at the FC reads all completed questionnaires and flags errors, e.g., im-
plausible values, coding errors, inconsistencies, monetary errors, and omitted information. Comments
and clarifications entered during the interview by interviewers, in addition to audio records, are also
useful sources for reviewing and checking collected data. Given the strong impact that major errors
and omissions in the data can have on the properties of the measures collected, the FC also tags cases
affected by those - priority cases versus no-priority cases- so that the BdE team can perform a revision of
the priority cases2. If in the second revision of a priority case, errors or omissions that cannot be solved
either with the available information, the BdE requests the survey agency to recontact the household to
clarify responses and collect important omitted information. The type of omissions that usually lead to
a recontact are, for example, unreported labor status, omitted income, omitted real state assets or debts,
incorrect valuation of business, mistakes in household composition. The application presented in this
paper aims at achieving a good-performance ML classifier that automatically tags a case requiring a
recontact without the need of the previous manual revision of both BdE and the FC.3

The main reason why we do not target the first manual revision made by the FC is that, so far, the
coding made at this first round is not available. In addition, one could think that the manual classifica-
tion of recontacts may have measurement error as it is the result of human work. To avoid the possibility
of coding mistakes in the first revision made by the FC, BdE makes also random revisions of no-priority
cases in order to monitor and guide the work of the FC. There are also posterior tabulations and checks
which provide further filters to correct for substantial errors and omissions that may have not been de-
tected in the manual revision stage. In this part of the data production, the team at BdE did not find a
significant portion of cases requiring a recontact that were not identified at the revision phase. Thus, we
can consider the manual coding of recontact as a reliable variable to learn from.

Manual editing of survey data is an important but time-consuming task which influences the time-
liness of the publication of the data. In addition, in the case of the EFF, it also involves recontacting
respondents to correct substantial errors and omissions which further increases the editing burden. Se-
lective editing comprises a set of techniques which are applied to intermediate data in order to prioritize
editing to those cases with influential errors. To our knowledge this strand of the literature has focused
in prioritizing cases based on their influence in some expected result (Latouche and Berthelot, 1992; Al-
lard et al., 2001; Hedlin, 2003; Gismondi, 2007). Most of its applications are for establishment and census
survey data. In household finance surveys, it is not trivial to define what an influential error is before-
hand. Our approach prioritizes based on the likelihood that there are substantial errors and omissions
that lead to recontact respondents, as opposed to with respect to certain expected result from the data. In
this sense, this work falls into the set of micro-selection approach, in particular, it is a prediction model
approach, for a review of this literature see De Waal et al. (2011) and Granquist and Kovar (1997). So far,
this tool is unlikely to substitute all manual revision given that cases with no priority still need editing
and there is no automatic editing tool covering the correction of that part of the data. However, our tool

2BdE also revises many non-priority interviews coming from interviewers that require close monitoring at the beginning of the
field in order to give feedback and correct interviewer protocol or conceptual mistakes

3The recontact consists of a phone call to the household respondent to made a shorter questionnaire that is focused on those
aspects that need to be revised or corrected. The EFF has given careful consideration to the trade-off between obtaining additional
information and bothering households on a case-by-case basis. One of the advantages of recontacting households is that the
overall measurement error of the survey is considerably reduced. In addition, the representativeness of the sample is better
ensured, as fewer cases/questionnaires have to be discarded.
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will prioritize the revision of cases with substantial errors, leading to a reduction in the time to recontact
a respondent if needed, it will also be a guide for new editors to identify a priority case. Further research
should complement this work with the study of a way to further reduce manual revision.

3 Data

The outcome to be predicted takes value 1 if the case needs a recontact i.e. it contains substantial er-
rors/omissions that require to recontact the household, and 0 otherwise, that is, if it does not have
substantial errors and omissions in the first revision by the FC or the FC flagged it with priority but
the second revision at BdE did not consider necessary to recontact the household. We use data from
the manual revision process of two previous survey waves, namely EFF2017 and EFF2020 4. Table 1
presents the distribution of cases among the recontact indicator in each wave.

Table 1: Distribution of Recontacts

EFF17 EFF20

0 5049 5577
1 1380 746

Explanatory variables come from multiple datasets, mainly, questionnaire responses, paradata, and
metadata. Table 2 presents a description of each set of inputs. From reviewers experience, household
financial characteristics tend to be informative in identifying problems in the data, e.g. households with
complex financial structures are more likely to require follow-up contact. Additionally, it is known that
interviewers with less experience and training in conducting complex surveys tend to generate lower
quality interviews. Bristle et al. (2019) found that interviewer characteristics, such as education level and
experience, may serve as good predictors of panel co-operation. Interviewer effects on household an-
swers have been previously studied (Durrant et al. (2010), Flores-Macias and Lawson (2008)). Moreover,
paradata such as the time taken to answer a question, can provide insights into the cause of recontact
and can be extremely useful in the production of survey statistics (Groves and Heeringa, 2006). Thus,
the set of predictors used in this application includes both household and interviewer generated data
and characteristics. Additionally, we exploit text data from interviewers’ comments and clarifications
introduced during the interview with the CAPI software, a novel source of data that, to our knowledge,
has not been exploited in the literature. Such comments are very useful in the editing process as they
help to decide if the question has been answered well and/or if the interviewer has made a mistake in
asking the question. Appendix C explains the details on how we exploit the data. We also generate
other set of predictors, such as total number of comments and mean comment length. Lastly, we incor-
porated a set of automated indicators for errors and inconsistencies that are used to correct data, after
the manual revision, in a final data editing stage, see Table A.1 of the Appendix for details. Overall, our
set of predictors consists of approximately 275 variables.

4It should be noted that the EFF2017 survey saw several significant methodological changes, which resulted in the modification
of the revision process in comparison to previous survey waves. One notable change involved the recording of audio data during
certain sections of the interviews, among other methodological changes introduced from EFF17 onward. Additionally, the storage
of the to-be-recontacted flag was included as part of these changes
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the manual revision, in a final data editing stage, see Table A.1 of the Appendix for details. Overall, our
set of predictors consists of approximately 275 variables.
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Table 2: Description of variables used by source

Source Variables

Household answers Acceptance of being audio-recorded in certain parts of the in-
terview, whether the household is a panel unit or not, use of a
proxy person to respond at the interview, number of house-
hold members, educational level of reference person, main
residence ownership regime, holdings of unlisted shares,
holdings of listed shares, holdings of investment funds, hold-
ings of fixed income investments, total number of pension
funds, number of other properties, type of these other proper-
ties, estimated value of these other properties, total number of
contracted loans by household, number of bussinesses related
to self-employment.

Paradata Number of Euros (closed and interval) questions, non re-
sponse ratios, total seconds per section, total repeated number
of questions per section, total seconds when numerous cate-
gories are asked, number of total interviews performed by the
interviewer prior to the contact, whether is weekend or not,
number of days since the start of the field work, time slot of
the day.

Comments from the interviewer Total number of opened comments by interviewer, mean
length of comments, top words from NLP data pipeline.

Other paradata filled by interviewer Dummies indicating if: the household was mistrustful before
and after the interview, the household was showing some in-
terest during the interview, number of people present when
the interview was held, the household consulted external doc-
uments during the interview, motives of acceptance of the in-
terview.

Characteristics of the interviewer Number of previous survey editions, seniority at field work
company, normalised score at the training programme, par-
ticipated in ECF Survey (Survey of Financial Competences by
the Bank of Spain), educational level.

Error indicators and Inconsistencies Tabulation, inconsistency and information content automated
checks. See Table A.1 for details.

4 Empirical Strategy

4.1 Training and Evaluation

We employ a supervised machine learning approach and train several classifiers. This set comprises
classical machine learning models - Logistic Regression, K-Nearest Neighbors (KNN), Support Vector
Machines (SVM) - and the well-known tree-based algorithms - Random Forests and Gradient Boosting
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Trees (XGBoost) - given that there is no prior on which of these models would be better in this set up. We
evaluated the performance of the different classifiers and compare their results. Appendix D provides
a brief description of each classifier. The algorithmic capability increases in the aforementioned list,
from simple linear models to non-linear and flexible algorithms that exhibit improved performance in
higher dimensional settings. The use of bagging techniques with decision trees, also known as random
forests, has recently gained popularity in the survey research community. Buskirk (2018) provide a
detailed explanation of the approach. Although neural networks may be a viable option, the literature
suggests that boosting and bagging techniques outperform neural net algorithms in predicting tabular
data (Borisov et al., 2021).

We design a three-step process of training and evaluation in order to compare the models. This is
motivated by the relatively small sample size, which implies a relatively small test set. To reduce any
possible bias stemming from seed initialization and consequent data splitting, we compute the following
three steps on ten different seeds:

1. We stratified randomly split the dataset into 70% train and 30% test sets.

2. We fit the model with a 5-fold stratified cross-validation strategy for hyperparameter tuning, using
the 70% training data. The cross-validation aims to minimize the log-loss function:

Llog(y, p) = −(y log(p) + (1 − y) log(1 − p))

where p is fitted probability of being recontacted, y is observed (target variable).

3. We evaluate the performance of the model by computing evaluation metrics on the test set.

In the process of training a machine learning algorithm, it is necessary to split the dataset to evaluate
the classifier performance (step 1). Step 2 involves fitting the given classifier to the data. To accomplish
this, a cross-validation strategy is used to optimize the classifier’s configuration by tuning its hyperpa-
rameters. The computational cost of this task is high, particularly when ensemble methods are utilized,
due to the curse of dimensionality (Bellman, 1966). Therefore, we employed a grid search optimization
algorithm for the first three classifiers (i.e. the Logistic Regression Classifier, SVMs, and K-NN), and
a random search algorithm with a maximum of 2500 iterations for the Random Forest and Gradient
Boosting Classifier. The hyperparameter strategies, along with their hyperparameter space and search
method, are provided in Table A.3. We explore a wide range of hyperparameters but, after numerous
experiments, we determined that the hyperparameters listed in Table A.3 were a suitable representation
of the suboptimal and optimal spaces for each model. It has been established that in a high-dimensional
hyperparameter space, random search is a valid approach (Bergstra and Bengio (2012)).

In step 3, we assess the performance of the classifiers using two evaluation metrics averaged across
all ten random seeds. The Receiver Operating Characteristic Area Under the Curve (ROC AUC) serves
to evaluate the performance of binary classification models. It measures the model’s ability to dis-
tinguish between positive and negative classes by plotting the true positive (TP) rate against the false
positive (FP) rate at different classification thresholds and computing the area under the resulting curve.
The score ranges from 1, which indicates perfect classification, to 0 with a score of 0.5 indicating that the
model is no better than random. The ROC AUC score is insensitive to imbalanced datasets, which hap-
pens in this application. We also use a second metric, the area under the curve (AUC) of the precision-
recall curve. The precision-recall curve plots the proportion of true positive classifications among all
positive classifications (precision) against the proportion of true positive classifications among all actual
positives (recall). Again, the AUC of the precision-recall curve is the integral of the curve, ranging from
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0 to 1, with a higher value indicating better performance. The precision-recall curve focuses on the pos-
itive class and is more informative in cases where recall is more important than precision. This is the
case of this application, since the rise of false negative cases can lead to a higher measurement error in
the final data while the rise in false positive cases increases the revision time. Generally, a model with a
higher ROC AUC is better at differentiating between the two classes, whereas a model with a higher PR
AUC is better at identifying positive cases.

4.2 Optimal Threshold

Once we choose the best fitted classifier, we select the optimal threshold that classifies cases as a func-
tion of estimated test set probabilities. Given the data imbalance, a 50% threshold would not make sense
since the predicted probability distribution is left-skewed. On the other side, increasing the threshold
returns a lower FP rate, and an increasing FN rate. In the context of the survey, a FN occurrence implies
that a case is not flagged but it should have been since it contains errors or inconsistencies, while a FP oc-
currence implies that the case was flagged but it should not be and thus, the review team would allocate
additional time and resources to revise a case that does not contain substantial errors or inconsisten-
cies. Thus, maximizing recall is relatively more important than maximizing precision. By relating the
trade-off between precision and recall to the potential classification thresholds, we can explore the set
of threshold values that lead to performance scores. We use the weighted harmonic mean of precision
and recall with a set of varying thresholds to look at the optimal decision boundary. Let the weighted
harmonic mean of xi for i = 1, ..., n is:

Fl =
∑n

i=1 wi

∑n
i=1

wi
xi

(1)

The weighted harmonic mean for recall and precision is then:

Fl =
β + 1

β
recall +

1
precision

= (1 + β) · precision · recall
(β · precision) + recall

(2)

where β stands for the differential weight of recall with respect to precision. This is a linear F-Beta score,
a variation of the generally used F-Beta score. Our modified linear version allows us to interpret the
trade-off between precision and recall, as opposed to the general, non-linear, formula. In our modified
version, β is the relative weight of recall with respect to precision.

5 Results

5.1 Optimal Model

As shown in Figure 1, the KNN classifier and SVM classifier are the worst performers among the com-
peting algorithms, with XGBoost, random forest, and logistic classifier being the best performers, both
in terms of AUC-ROC and PR-AUC scores. This result supports the use of ensemble and tree-based al-
gorithms in tabular data, in line with Kern et al. (2019). XGBoost, with its boosting feature, outperforms
all other algorithms.

The fact that the metric for PR-AUC is lower than for AUC-ROC means that algorithms ability to
detect positives (questionnaires masking multiple omissions, errors, etc) is lower than algorithms ability
to differentiate between the two classes. Figure A.4 of the Appendix contains the precise scores of each
metric with additional metrics and the results are consistent.

In general, achieving high levels across performance metrics is challenging, the closest reference in

8

0 to 1, with a higher value indicating better performance. The precision-recall curve focuses on the pos-
itive class and is more informative in cases where recall is more important than precision. This is the
case of this application, since the rise of false negative cases can lead to a higher measurement error in
the final data while the rise in false positive cases increases the revision time. Generally, a model with a
higher ROC AUC is better at differentiating between the two classes, whereas a model with a higher PR
AUC is better at identifying positive cases.

4.2 Optimal Threshold

Once we choose the best fitted classifier, we select the optimal threshold that classifies cases as a func-
tion of estimated test set probabilities. Given the data imbalance, a 50% threshold would not make sense
since the predicted probability distribution is left-skewed. On the other side, increasing the threshold
returns a lower FP rate, and an increasing FN rate. In the context of the survey, a FN occurrence implies
that a case is not flagged but it should have been since it contains errors or inconsistencies, while a FP oc-
currence implies that the case was flagged but it should not be and thus, the review team would allocate
additional time and resources to revise a case that does not contain substantial errors or inconsisten-
cies. Thus, maximizing recall is relatively more important than maximizing precision. By relating the
trade-off between precision and recall to the potential classification thresholds, we can explore the set
of threshold values that lead to performance scores. We use the weighted harmonic mean of precision
and recall with a set of varying thresholds to look at the optimal decision boundary. Let the weighted
harmonic mean of xi for i = 1, ..., n is:

Fl =
∑n

i=1 wi

∑n
i=1

wi
xi

(1)

The weighted harmonic mean for recall and precision is then:

Fl =
β + 1

β
recall +

1
precision

= (1 + β) · precision · recall
(β · precision) + recall

(2)

where β stands for the differential weight of recall with respect to precision. This is a linear F-Beta score,
a variation of the generally used F-Beta score. Our modified linear version allows us to interpret the
trade-off between precision and recall, as opposed to the general, non-linear, formula. In our modified
version, β is the relative weight of recall with respect to precision.

5 Results

5.1 Optimal Model

As shown in Figure 1, the KNN classifier and SVM classifier are the worst performers among the com-
peting algorithms, with XGBoost, random forest, and logistic classifier being the best performers, both
in terms of AUC-ROC and PR-AUC scores. This result supports the use of ensemble and tree-based al-
gorithms in tabular data, in line with Kern et al. (2019). XGBoost, with its boosting feature, outperforms
all other algorithms.

The fact that the metric for PR-AUC is lower than for AUC-ROC means that algorithms ability to
detect positives (questionnaires masking multiple omissions, errors, etc) is lower than algorithms ability
to differentiate between the two classes. Figure A.4 of the Appendix contains the precise scores of each
metric with additional metrics and the results are consistent.

In general, achieving high levels across performance metrics is challenging, the closest reference in

8



BANCO DE ESPAÑA 14 DOCUMENTO DE TRABAJO N.º 2330

Figure 1: 10 random seeds Area Under the Curve (AUC) of the ROC and Precision-Recall curve

the literature Kern et al. (2021) and they face a different classification task and data. In our application,
the data generation process (DGP) is complex. The DGP depends on the extensive depth of the logical
tree of the questionnaire. This implies that there is huge heterogeneity and variability in the data, and
therefore, it is very difficult to generalize on multiple test sets. In other words, no two surveys are the
same in the whole sample. In fact, the number of variables collected throughout the survey amounts
to more than 7500, more than observations. In addition, interviewers and editors provide a sort of
heterogeneity in the DGP. In Section 5.4.2 we account for unobservable heterogeneity in the prediction
errors of the model. The fact that the ROC curve shows a level of 0.75 already implies that the prediction
of the model is 50% better than that of a fully random model.

Following the discussion in Section 4.2, Figure 2 presents the derived linear F-Beta values for dif-
ferent combinations of thresholds and βs for the best classifier fitted in the test samples. Setting the
threshold at a low level significantly enhances the linear F-Beta Score only when β is higher than 2.
In a setup where the optimization of recall is twice as important as the optimization of precision, the
resulting optimal threshold is estimated to be approximately between 0.1-0.14. This threshold is also
consistent with the more recent empirical share of cases with substantial errors in the data (16%).5 If
recall and precision are given the same weight, we would be optimizing F1 score and the resulting opti-
mal threshold is in the range of 0.2 to 0.25. However, this is a larger proportion than the observed share
of cases with substantial errors.

These results speak to the literature on selective editing. By assigning a score to each interview, the
editing team can prioritize cases. For example, Figure B.2 presents a histogram with the distribution
of scores allotted to each household for β = 2, where the relative importance of recall to precision is
assumed to be 2. Based on this, households with a score lower than the optimal threshold, 0.14 for
β = 2, will not be revised, those in yellow-green. Conversely, cases with scores above the threshold are
deemed worthy of review, those in red. In Table 3 we observe that for a set of pre-determined betas,
the optimal threshold varies and so does the recall and precision. As expected, a higher beta means a

5The share is 21.5% in EFF2017 and 11.8% in EFF2020. The latter is closer to the ongoing rate in EFF2022.
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editing team can prioritize cases. For example, Figure B.2 presents a histogram with the distribution
of scores allotted to each household for β = 2, where the relative importance of recall to precision is
assumed to be 2. Based on this, households with a score lower than the optimal threshold, 0.14 for
β = 2, will not be revised, those in yellow-green. Conversely, cases with scores above the threshold are
deemed worthy of review, those in red. In Table 3 we observe that for a set of pre-determined betas,
the optimal threshold varies and so does the recall and precision. As expected, a higher beta means a

5The share is 21.5% in EFF2017 and 11.8% in EFF2020. The latter is closer to the ongoing rate in EFF2022.
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Figure 2: Linear F-Beta Score - weighting scheme for Gradient Boosting (XGBoost) Classifier

lower rate of false negatives, which translates into a higher recall score, at the expense of lower precision
(higher false positives).

Table 3: Selected Betas, and correspondent thresholds, recall and precision.

Beta Optimal Thresholda Recall Precision

0.5 0.30 0.37 0.46
1 0.20 0.55 0.37

1.5 0.19 0.58 0.35
2 0.14 0.71 0.23

aCalculated as the maximum F-Beta score for the selected Beta, as seen in figure 2

In addition, by choosing a different threshold the revision team can efficiently reallocate resources.
Ideally, one would like to evaluate the impact of selecting one or another threshold in the resulting
wealth distribution (De Waal, 2013). We believe that this is a worth exercise that due to the its own
complexity we left for future research. As De Waal (2013) also notes, at the end of the day, it is up to the
statistical agency to decide the optimal threshold, assuming fixed costs (time, resources) throughout the
fieldwork.

5.2 Interpretability

One of the main drawbacks of using ensemble and tree-based algorithms is their interpretability. Ac-
cording to Miller (2019), interpretability of a machine learning model refers to the degree to which a
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human can understand the cause of a decision made by the model. We use the SHAP (SHapley Addi-
tive exPlanations) framework developed by Lundberg and Lee (2017) to look at the most determinant
features of the best-performing model that impact on the prediction. We first calculate the SHAP values

Figure 3: SHAP Values for XGBoost

Note: Based on the selected trained XGBoost algorithm. Random seed is 10; hyperparameters are: "n estimators":
300, "reg alpha": 2, "reg lambda": 4.3, "base score": 0.5, "subsample": 0.95, "colsample bytree":
0.5, "learning rate": 0.05, "gamma": 0.14, "max depth": 6

for each feature of the input data. The SHAP values measure the impact of each feature on the model’s
output for a specific instance. The sum of the SHAP values for all features equals the difference between
the model’s output for the specific instance and the expected output for the population. Using SHAP
values for interpreting tree-based classifiers can provide insight into how the model makes predictions
and help identify areas where the model can be improved. For example, if a feature has a high SHAP
value, it suggests that it has a strong impact on the model’s prediction and should be carefully consid-
ered when making decisions based on the model’s output. Additionally, if a feature has a low SHAP
value, it suggests that it has little impact on the model’s prediction and could potentially be removed
from the model without affecting its performance. In Figure 3 SHAP values are plotted for the top 15
variables that have the strongest impact in determining the probability output of the trained model. For
each variable, it shows the distribution of the SHAP values in the sample, each dot is mapped with its
feature’s value; the lighter the feature value, the higher the value is (and viceversa). Examining Figure 3,
we observe that the number of days from the beginning of the field work is the most significant feature
and it negatively affects the recontact score. Interviewers are more prone to making mistakes at this
stage but also the reviewing team has historically identified more problematic cases to be recontacted
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during this time. The number of questions asked in financial assets and businesses section is the second
most significant feature for the predicted outcomes. In other words, the more complexity in this section,
the higher the probability of being recontacted. Another predictive feature is errors in the working sta-
tus which positively affects the score. This inconsistency may suggest that the member is omitting some
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during this time. The number of questions asked in financial assets and businesses section is the second
most significant feature for the predicted outcomes. In other words, the more complexity in this section,
the higher the probability of being recontacted. Another predictive feature is errors in the working sta-
tus which positively affects the score. This inconsistency may suggest that the member is omitting some
labor information, resulting in a higher probability of being recontacted. The number of interviews con-
ducted by the interviewer prior to the first household contact is the fourth most significant feature in
determining the model output.

5.3 Validation with EFF2022 Ongoing Field Data

We also provide an out-of-sample evaluation of the model using data from the ongoing EFF2022 wave.6

This allows us to compare the predictions of the best-performance trained model7 with the most recent
manual classification of the data reviewers. Figure B.3 presents the cumulative reviewed cases (the
number of cases reviewed up to each date), the cumulative recontact rate (the percentage of detected
recontacted cases at each point in time) and the cumulative ROC AUC score for the gradient boosting
trees algorithm that is achieved at each point in time. For each day, we know how many cases are
manually reviewed and recontacted, so we can make predictions and compare the on-going manual
classification. Table 4 presents the corresponding evaluation metrics.

Table 4: Evaluation over the EFF2022 Field

ROC AUC PR AUC

Gradient Boosting Trees 0.723 0.257
Logistic Classifier 0.716 0.264
Random Forest 0.703 0.263

Table 4 demonstrates that the model generalizes well based on the observed test sample metrics.
The ROC AUC score remains consistent at 0.725, indicating that the fitted classifier does not overfit
and can consistently make predictions in new generated data (out-of-sample). It is important to note
that each survey wave implements improvements on data reviewers and editing techniques. Thus,
one could expect different in-sample evaluation and out-of-sample scores. However, the status of the
survey is well-developed due to more than 20 years of experience and documentation efforts and this is
fundamental to be able to implement this algorithmic procedure. The results indicate that the prediction
tool is reliable across waves.

5.4 Additional Robustness

In order to clarify potential concerns regarding the relevance of the outcome we present an analysis
based on an alternative of the outcome variable which incorporates expost information regarding the
success or failure of a recontact. In addition, we also explore the unexplained variance of the model
errors.

5.4.1 Successful Recontacts

Recontacts can fail if the household respondent does not want to answer any more questions or when
she is out of reach. Thus, we can obtain an alternative measure of realized or successful recontacts. In

6This test sample is composed of 3430 observations, which represent approximately 55% of the final sample that will be avail-
able at the end of the fieldwork.

7We calculate the score or predicted probability of a household to be recontacted as the median of the 10 random seed fitted
classifiers
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practice, 89% of recontacts were successful between 2017 and 2020. We re-train and evaluate the steps in
Section 3 using this measure as alternative target variable Y�. Table 5 shows the out-of-sample metrics
where we do not find important differences from baseline results. There is a decrease in all performance
metrics but the model still performs well and similar than in the original target variable.

Table 5: Ouf of sample metrics, using confirmed recontacts as target variable

ROC AUC PR AUC

Gradient Boosting Trees 0.718 0.252
Logistic Classifier 0.705 0.253
Random Forest 0.699 0.257

5.4.2 External Factors

Although we include hundreds of explanatory variables in the prediction model, there is a part of the
prediction errors that cannot be explained. These errors are explained in an extent by the reviewer and
wave effects. These factors are varying from wave to wave and unobservables at the prediction stage. In
Table 6 we show that reviewer FE and wave FE account for 20% of the log-loss error variation.

Table 6: Exploratory analysis of unexplained errors of the optimal model

Dependent variable:
Log-Loss Error

(1) (2) (3) (4)

Coefficient 0.360∗∗∗ 0.377∗∗∗ 0.522∗∗∗ 0.591∗∗∗
(0.013) (0.065) (0.073) (0.013)

Interviewer FE Yes Yes Yes Yes
Regional FE No Yes Yes Yes
Reviewer FE No No Yes Yes
Wave FE No No No Yes
Observations 12,573 12,573 12,573 12,573
Adjusted R2 0.045 0.046 0.204 0.204

Note: Clustered standard errors in parenthesis. ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

6 Conclusion

This study proposes a novel application of machine learning in survey methodology, specifically in
the editing process of the Spanish Survey of Households Finances. The objective is to find the best-
predicting models for detecting substantial errors in the questionnaires collected during the fieldwork
process. Exploiting the revised data from previous waves, we show that tree-based ensemble models
outperform other models in predicting substantial errors in the data. The algorithm outputs a score
function assigning a probability of being a case with substantial errors (or probability of recontact) to
each questionnaire given a large set of covariates. We show that the algorithm predict or matches well
the manual classification in different test sets. This methodology also allows us to characterize what is
the desirable probability threshold that classifies questionnaires into the positive or negative class. To
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do so, it takes into account the acceptable amount of false negatives relative to false positives that the
statistical office (or the responsibles of the study) previously sets.

This empirical approach might be useful for other surveys as long as they can use or exploit informa-
tion from the revision and editing process in previous waves. In particular, it provides an automatically-
generated indicator that increases the efficiency of the manual case-by-case revision process giving pri-
ority to those cases more likely or prone to contain errors. In this sense, the use of this algorithm might
be especially useful in cases where not massive manual revision can be performed because of limited
funding since just a small classification exercise to train and test the model is needed. Furthermore, the
indicator can also detect over and under-editing, which is a crucial to monitor and discipline the data
editing process. In this sense, we provide a set of tools and results that speak to previous literature on
edit prioritization using score functions and selective editing.
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A Tables

Table A.1: Error indicators and inconsistencies (cont.)

Name Error indicator description (whether the household or any member...)

Panel Error Panel households that don’t have any panel member.

House Mortgage Declare that the mortgage amount is higher than main residence value.

House Mortgage Declare that the mortgage amount is higher than the initial mortgage
amount.

Other properties loan Declare that the other properties pending loan is higher than the initial
loan amount.

Main Residence Loan Term Declare that the remaining term is higher than the initial declared loan
term.

Other Properties Loan Term Declare that the remaining term is higher than the initial declared loan
term.

Main Residence Monthly
Amount

Declare that the monthly payment is higher than the pending amount.

Other Properties Monthly
Amount

Declare that the monthly payment is higher than the pending amount.

Rent Revenue Declare that the rent revenue is higher than the property value.

Other Properties Inconsistency Declare that doesn’t have any other properties but declares to have pos-
sessed other property in the past 12 months.

Jewels Inconsistency Declare that doesn’t have any jewels or art but declares to have possessed
jewels or art in the past 12 months.

Squared Meters Indicator Price of squared meter of property is too high.

Loan Monthly Payments Monthly loan payments is higher than all pending loans value.

Loan Inconsistency Pending amount in loan is higher than initial value of loan.

Loan Term Inconsistency Pending term is higher than solicited loan term.

Business Member Inconsis-
tency

Number of members that work on the family business is higher than total
number of family business employees.

Stocks Inconsistency Owns stocks of the firm that he or she works at, but the portfolio is not
composed at 100% by these stocks.

Dividends Inconsistency Yearly dividend yield is higher than whole portfolio value.

Accounts Declares to have a financial account, but none in particular.

Accounts 2 Declares that the number of accounts is lower than the sum of the partic-
ular accounts.

Interest The interest rate of an account is higher than the balance.

Investment Funds The value of the investment funds is not equal to the sum of individual
investment funds value.

Fixed Income Earnings The fixed income earnings is higher than the fixed income portfolio.

Insurance Premium The insurance premium is higher than the insurance value.

Insurance Valuation The insurance valuation is the same as the insurance hedge for mixed
insurances.

Revenue Growth The revenue growth in income is higher than current regular income.
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Table A.2: Error indicators and inconsistencies (cont.)

Name Error indicator description (whether the household or any member...)

Employment history 2 Working years is higher than years with minimum legal working age.

Employment History Declared to have worked the year prior to the interview, but worked less
than 12 months.

Pension Young Declared to receive the pension from a very young age.

Family Subsidy The household does not receive any family subsidy but declared in other
parts of the interview that they were receiving help.

Monthly Income 1 Declared that the monthly labor income (employed workers) is higher
than the 50% of the previous year labor income.

Monthly Income 2 Declared that the monthly labor income in kind is higher than the 50% of
the previous year labor income in kind.

Monthly Income 3 Declared that the monthly unemployment benefit is higher than the 50%
of the previous year income from unemployment benefits.

Monthly Income 4 Declared that the monthly labor income (own account workers) is higher
than the 50% of the previous year labor income.

Monthly Income 5 Declared that the monthly pension (retirement or inability) income is
higher than the 50% of the previous year pension income.

Monthly Income 5 Declared that the monthly pension (retirement or inability) income is
higher than the 50% of the previous year pension income.

Monthly Income 6 Declared that the monthly pension (widowhood/orphanhood) income
is higher than the 50% of the previous year pension income.

Monthly Income 7 Declared that the monthly income from grants and scholarships is higher
than the 50% of the previous year pension income from grants or schol-
arships.

Business Profit Inconsistency Declared that the business profit is the same as the perceived salary.

Full Time Employment Years The worked years full time are too high.

Never Worked Never worked full time but in other parts of the questionnaire he or she
did so.

Part Time Employment Years The worked years part time are too high.

Worked Years Employer 1 The years working and contributing to social security are too high.

Worked Years Employer 2 Working years are too high.

Worked Years Declared that work or worked, but 0 years in part and full time worked.

Retirement Age The retirement age is too low.

Duplicated Payment Declared that an external person from the household, help in the pay-
ment of a declared debt (duplicated in different sections of the question-
naire).

Credit Cards 1 Use more cards than they declared to possess.

Credit Cards 2 Use credit cards but any member has any financial account.

Credit Cards 3 Use credit cards but any member has account to make payments.

Banck Checks Issue checks but do not have any account.

Accounts Receive regular income but do not own any financial account.

Debit Payments Debit payments but do not own any account.

Internet Banking 1 Use financial services (retail banking) through internet, but do not own
any account.

Internet Banking 2 Are clients of a digital bank, but do not own any account.

Expenditure Declare that food expenditure is higher than total expenditure.
18
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Table A.3: Algorithms and selected Hyperparameters

Algorithm Search Method Hyperparameter Space

Logistic Re-
gression Clas-
sifier

Grid "C": np.logspace(-1.5, 3, 10),
"penalty": ["l1", "l2"]

K Neighbors Grid "K": [3, 5, 7, 10, 15, 20, 30, 50],

Support Vector
Machine

Grid "C": np.logspace(-1.5, 3, 10),
"kernel": ["poly", "rbf"]

Random Forest Random

"min samples leaf": [2, 4, 8, 16, 32, 64],
"n estimators": [25, 50, 70, 100],
"max features": ["sqrt", "log2", "auto"],
"max samples": [0.6, 0.7, 0.8, 0.9, None],
"max depth": [2, 4, 6, 8 ,16, 32, None]
"min samples split": [2, 4, 6, 8 ,16, 32]

Extreme Gradi-
ent Boosting

Random
Search

"gamma": np.linspace(0.05, 1.5, 10),
"n estimators": [100, 300, 500],
"reg alpha": np.linspace(1, 11, 20),
"reg lambda": np.linspace(1, 11, 25),
"base score": np.linspace(0.1, 0.6, 10),
"subsample": np.arange(0.5, 1, 0.05),
"colsample bytree": np.arange(0.5, 1, 0.05),
"learning rate": [0.1, 0.05],
"max depth": [2, 3, 4, 5, 6]

Table A.4: Main metrics (mean values of 10 random data splitting initializations)

AUC-ROC
Score

Average Precision
Score

Mathew’s Corr.
Coefficient

Precision-Recall
AUC Score

K Neighbors 0.670 0.286 0.069 0.293
Logistic Clf. 0.749 0.403 0.237 0.403
Random Forest 0.746 0.397 0.150 0.396
SVM 0.732 0.372 0.173 0.371
XGBoost 0.758 0.430 0.271 0.429
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B Figures

Figure B.1: Recontact Process in the Spanish Survey of Household Finances (EFF)

Figure B.2: Score Histogram

Note: Based on the selected trained XGBoost algorithm. Random seed is 10; hyperparameters are: "n estimators":
300, "reg alpha": 2, "reg lambda": 4.3, "base score": 0.5, "subsample": 0.95, "colsample bytree":
0.5, "learning rate": 0.05, "gamma": 0.14, "max depth": 6
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Figure B.3: EFF2022 Evaluation

(a) Reviewed Cases

(b) Cummulative Rate

(c) Cummulative ROC AUC Score

Note: Time series evolution of (a) reviewed cases (absolute terms), (b) cummulative recontact rate and (c) cummulative estimated
AUC-ROC score from the beginning of the field until the last available date. The x-axis indicates dates of the field.
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C NLP Pipeline

We parse the data with pre-trained models from Honnibal and Montani (2017), removing stopwords,
punctuation signs, alpha numeric characters, and others. Then, we apply Porter (2001) stemming and
produce word counts under a bag of words approach. After cleaning the data, we select those words
that are more present in each class (top 20 words with highest relative importance within that class).
After running several experiments, we found that the extra complexity of other models based on TF-
IDF counts (Sammut and Webb, 2010), were not adding improvements to the final stage.

D Classifiers

• Logistic regression: a statistical model that is commonly used for binary classification problems.
This model is used to estimate the probability of a binary response variable (e.g., success/failure,
true/false) based on one or more predictor variables. In addition to the standard logistic regression
model, which uses maximum likelihood estimation to fit the model parameters, there are a number
of variations that can be used to improve model performance. One of these variations is the use
of an L1 penalty. We include this type of variation in order to improve the model performance.
An L1 penalty, also known as a Lasso penalty, is a type of regularization technique that is used
to prevent overfitting in the model. The penalty is applied to the model’s coefficients, which are
the values that are estimated for each predictor variable in the model. The penalty adds a term to
the loss function of the model that penalizes coefficients for being too large, effectively shrinking
them towards zero. This can help to reduce the impact of noisy or irrelevant predictor variables in
the model, and can improve the model’s ability to generalize to new data.

• K-Nearest neighbors (K-NN): this algorithm assumes that similar data points are closer to each
other in the feature space. Given a new data point, the algorithm finds the K nearest neighbors to
that point and assigns the class label of the majority of those neighbors to the new point.

In the case of a classification problem, the K-NN algorithm determines the class label of a new
data point by taking into account the K nearest data points in the training set. The number of
neighbors, K, is a hyperparameter that needs to be set by the user before the algorithm is applied
to the data. The K-NN algorithm works as follows. First, the algorithm takes the training data and
stores the feature vectors and class labels. When a new data point is presented to the algorithm,
the algorithm calculates the distances between the new data point and all the training data points.
The distance between two data points can be calculated using various distance metrics such as
Euclidean distance, Manhattan distance, or Cosine similarity. The K nearest neighbors to the new
data point are selected based on the calculated distances. The algorithm assigns the class label
of the majority of the K nearest neighbors to the new data point. If K is an odd number, there
won’t be any ties in the voting process. If K is an even number, there might be a tie in the voting
process. In such cases, the algorithm can either choose the class label of the nearest neighbor or
use a weighted voting scheme, where the closer neighbors have a greater impact on the final class
label.

• Support vector machines (SVM): proposed by (Cortes and Vapnik, 1995), this algorithm relies on
the basic idea of finding the optimal hyperplane that separates the data into different classes. SVMs
can be used to solve linear as well as nonlinear classification problems. In the case of nonlinear
classification problems, SVMs use a technique called the kernel trick to transform the data into a
higher-dimensional space where it can be separated by a hyperplane. The kernel function is used
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to measure the similarity between two data points in the transformed space. Common kernel
functions include linear, polynomial, and radial basis function (RBF) kernels.

SVMs have several advantages and disadvantages. One of the main advantages is that they are
effective in high-dimensional spaces, where other algorithms may struggle. They also perform
well in cases where the number of dimensions is greater than the number of training data points.
Additionally, SVMs have a strong mathematical foundation, which makes them easy to interpret
and explain. However, one of the main disadvantages of SVMs is that they can be computationally
expensive, especially for large data sets. They also require a good choice of kernel function and
hyperparameters to be effective, which can be challenging. Additionally, SVMs can be sensitive to
the presence of outliers in the data.

• Random forests: proposed by Breiman (2001), Random Forest is an ensemble learning algorithm.
It combines multiple decision trees to create a more robust and accurate model. Each decision tree
in a Random Forest is built using a random subset of the training data and a random subset of the
features, which helps to reduce overfitting and improve generalization. For classification prob-
lems, the algorithm calculates the class label that is predicted by each decision tree and chooses
the class label with the highest frequency. Random Forests have several advantages and disad-
vantages. The Random Forest algorithm works as follows. First, the algorithm takes the training
data and randomly selects a subset of the data points with replacement. This is known as boot-
strapping. Next, the algorithm constructs a decision tree using the selected subset of data points
and a random subset of the features. The decision tree is built using a recursive process, where
the algorithm selects the feature that best separates the data into different classes. The process of
bootstrapping and building a decision tree is repeated multiple times, typically hundreds or even
thousands of times. Once all the decision trees are built, the algorithm uses them to make predic-
tions. For classification problems, the algorithm calculates the class label that is predicted by each
decision tree and chooses the class label with the highest frequency.

• Gradient Boosting Classifier: this classifier is an ensemble learning algorithm that combines mul-
tiple weak learning models to create a more robust and accurate model. In contrast to Random
Forests, which construct decision trees independently, Gradient Boosting Classifier trains decision
trees in a sequential manner, with each tree correcting the errors made by the previous one. Specif-
ically, we decide to use the XGBoost version, proposed in Chen and Guestrin (2016). XGBoost
(Extreme Gradient Boosting) is a popular implementation of gradient boosting that is optimized
for performance and scalability. It is an extension of the standard gradient boosting algorithm
that includes additional features such as regularization and tree pruning, which help to reduce
overfitting and improve generalization.
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