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Abstract

Central banks are increasingly using verbal communication for policymaking, focusing not 

only on traditional monetary policy, but also on a broad set of topics. One such topic is 

central bank digital currency (CBDC), which is attracting attention from the international 

community. The complex nature of this project means that it must be carefully designed 

to avoid unintended consequences, such as financial instability. We propose the use of 

different Natural Language Processing (NLP) techniques to better understand central 

banks’ stance towards CBDC, analyzing a set of central bank discourses from 2016 to 

2022. We do this using traditional techniques, such as dictionary-based methods, and 

two large language models (LLMs), namely Bert and ChatGPT, concluding that LLMs 

better reflect the stance identified by human experts. In particular, we observe that 

ChatGPT exhibits a higher degree of alignment because it can capture subtler information 

than BERT. Our study suggests that LLMs are an effective tool to improve sentiment 

measurements for policy-specific texts, though they are not infallible and may be subject 

to new risks, like higher sensitivity to the length of texts, and prompt engineering.

Keywords: ChatGPT, BERT, CBDC, digital money.

JEL classification: G15, G41, E58.



Resumen

Los bancos centrales están utilizando cada vez más la comunicación verbal en su estrategia, 

abarcando no solo la política monetaria tradicional, sino también un amplio conjunto de 

temas. Uno de estos temas es la moneda digital de los bancos centrales (CBDC, por 

sus siglas en inglés), que está captando la atención de la comunidad internacional. La 

naturaleza compleja de este proyecto implica que debe ser diseñado cuidadosamente 

para evitar consecuencias no deseadas, como la inestabilidad financiera. En este trabajo, 

proponemos utilizar diferentes técnicas de Procesamiento de Lenguaje Natural (NLP, por 

sus siglas en inglés) para comprender mejor la postura o sentimiento de los bancos 

centrales hacia el CBDC, analizando un conjunto de discursos de los bancos centrales 

desde 2016 hasta 2022. Para ello, utilizamos técnicas tradicionales, como los métodos 

basados en diccionarios, y dos Modelos de Lenguaje de Gran Tamaño (LLM, por sus 

siglas en inglés) como BERT y ChatGPT, llegando a la conclusión de que los LLM reflejan 

mejor la postura identificada por los expertos humanos. En particular, observamos que 

ChatGPT muestra un mayor grado de alineación porque puede capturar información más 

sutil que BERT. Nuestro estudio sugiere que los LLM son una herramienta eficaz para 

mejorar las mediciones de sentimiento en textos específicos de contenido estratégico, 

aunque no son infalibles y pueden estar sujetos a nuevos riesgos, como una mayor 

sensibilidad a la longitud de los textos y el diseño de las preguntas realizadas al propio 

modelo.

Palabras clave: ChatGPT, BERT, CBDC, moneda digital.

Códigos JEL: G15, G41, E58.
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ABSTRACT
Central banks are increasingly using verbal communication for policy making, focus-
ing not only on traditional monetary policy, but also on a broad set of topics. One
such topic is central bank digital currency (CBDC), which is attracting the attention
from the international community. The complex nature of this project means that
it must be carefully designed to avoid unintended consequences, such as financial
instability. We propose to use different Natural Language Processing (NLP) tech-
niques to better understand central banks’ stance towards CBDC, analyzing a set of
central bank discourses from 2016 to 2022. To do so, we use traditional techniques
such as dictionary-based methods, and two Large Language Models (LLM) such as
Bert and ChatGPT, concluding that LLMs better reflect the stance identified by
human experts. In particular, we observe that ChatGPT exhibits a higher degree of
alignment because it can capture subtler information than BERT. Our study sug-
gests that LLMs are an effective tool to improve sentiment measurements on policy
specific texts, though they are not infallible and may be subject to new risks, like
higher sensitivity to the length of texts, and prompt engineering.

KEYWORDS
ChatGPT, BERT, CBDC, digital money JEL codes: G15, G41, E58

1. Introduction

Central banks play a fundamental role in the modern economy. One of the chan-
nels through which they exert their influence is through communication, by affecting
financial markets expectations to make monetary policy more predictable (McKay
et al. 2016). For example, they can communicate on future policy intentions, increase
transparency in their decision-making processes, or publishing economic projections.
A well-known example is to steer market expectations using “forward-guidance”, a
tool employed by some central banks to communicate their intentions about the fu-
ture path of key policy variables, such as interest rate, although there exist limitations
to its power (Campbell et al. 2019; Cole 2021; McKay et al. 2016). Another example
is the publication of inflation forecasts, which can influence the shape of yield curves
(Hansen et al. 2019), households’ inflation expectations through “open mouth opera-
tions” (Guthrie and Wright 2000), or written communication from supervisory bodies

∗ The authors work as senior economists in the Financial Innovation Division of Banco de España, and
appreciate the comments received from José Manuel Marqués, Ana Fernández, Sergio Gorjón and José Luis
Romero. The opinions and analyses expressed in this paper are the responsibility of the authors and, therefore,
do not necessarily match with those of the Banco de España or the Eurosystem.
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outlining corrective measures (Goldsmith-Pinkham et al. 2016). Overall, it seems that
if central banks’ communication is done effectively, it builds credibility and maintains
a strong reputation for their commitment with the general public (Bholat et al. 2019;
Blinder et al. 2008; Blinder 2018; Haldane and McMahon 2018).

Interestingly, beyond monetary policy and supervisory actions, in recent times, cen-
tral banks are expanding the scope of their communication. A topic that is gaining
momentum within central banks communication is Central Bank Digital Currency
(CBDC), a new form of money that exists only in digital form. The implementation
of a CBDC could enable central banks to engage in large-scale intermediation for re-
tail and/ or wholesale deposits (Fernandez-Villaverde et al. 2021). As we will examine
further, several aspects of a CBDC remain in discussion. Therefore, for the sake of
simplicity, we will adhere to Barrdear and Kumhof (2016) definition, which describes
it as providing electronic access to domestic currency denominated balance-sheets of
central banks, independent of the technological solution applied (whether token-based
or account-based), or any other architecture details (e.g.: interest-bearing deposits or
not). Depending on the final design, a CBDC could serve various purposes, such as
payment system integrity, promoting financial inclusion (Auer et al. 2022b), and fos-
tering innovation, among others. On the other hand, its introduction could suppose
unwanted effects on the financial system, such as a flight from commercial deposits,
destabilizing financial intermediation, anonymity issues or privacy concerns (Auer and
Boehme 2020; Auer et al. 2022a; Davoodalhosseini 2022; Ferrari Minesso et al. 2022).

Currently, many central banks are exploring the potential value of some sort
of CBDC, though at various paces. Some are simply incorporating this topic into
speeches, others are making project announcements, while a few are conducting pilots
and live experimentation (Auer et al. 2020). The gaining momentum of these discus-
sions between central banks could be attributed to the growing demand to cater to
the digital economy, react to private initiatives (like Facebook’s project Libra), keep
pace with other central banks innovative projects, or to adapt the payment systems to
an ongoing disruptive transformation, to name a few. As digital payments gradually
replace cash transactions (Tarlin 2021), big tech companies compete for dominance
in payments services, and new types of digital assets threatens the stability of the
financial system, the relevance of CBDCs has increased Lagarde, 2022.

There are several approaches to the design of CBDCs, and these vary significantly
between jurisdictions, which gives an idea of the complexity of this issue. Auer and
Boehme (2020) describe the main design options, identifying the possible trade-offs in
each one. The first decision to make is which operational role of the central bank might
take. Options range from a role as a direct CBDC provider, to intermediary solutions
where central banks maintain a central ledger of retail transactions, to solutions where
only wholesale transactions are considered. A second technical design decision is the
infrastructure, which could be based on Distributed Ledger Technology (DLT) or a
conventional centralized database. Additionally, more dimensions of this problem con-
cerns how will consumer access the CBDC (account-based or digital tokens) or the
interlinkages of CBDC with cross-border payments.

All these possibilities in the choice of CBDC design and operation generate a high
level of uncertainty around its eventual form. For this reason, we believe that it is
relevant to analyze the tone of the central banks (represented by speeches by their
governors) to enhance the predictability and transparency at this time when several
of the CBDC projects are still in the initial stages of development. A better mea-
surement of the sentiment towards CBDC could refine central banks’ intentions and
policy direction, as well as improve its perceived credibility and help managing market
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expectations and investor sentiment (Scharnowski 2022).
To this purpose, in this paper we aim to quantify central banks’ sentiment towards

CBDC using two of the most widely used Large Language Models (LLMs) such as
ChatGPT (OpenAI, 2023), and BERT (Devlin et al. 2019), in particular, a pre-trained
version of BERT for financial communication known as FinBERT (Yang et al. 2020).1

We do this by evaluating a series of central bank speeches on the topic of CBDC,
and we compare the sentiment obtained with LLMs with that obtained through a
dictionary-based method (i.e.: polarity), and with the sentiment from human experts
or labeled data. Our contribution is twofold. First, to the best of our knowledge,
we harness for the first time the power of recent developments in LLMs to compute
sentiment in an area highly relevant area to financial regulation like digital money.
Second, by analyzing the sentiment calculated by each method, we can understand
the potential benefits and limitations of each approach. The main conclusions are that
the sentiment towards CBDC expressed by central banks is increasingly positive, and
that the sentiment obtained with ChatGPT is the most reliable, since it is the most
similar to the labeled data because it is able to capture the subtleties of the text and
is less noisy. To this purpose, we use the recently updated (January, 2023) database
of CBDC speeches and reports by central banks compiled by Auer et al. (2020). This
database offers a unique opportunity to compare the results of language models to the
expert labels that humans assign to each speech stance.

The remaining part of this paper is structured as follows. Section 2 details the
relevant literature review to give pertinent context to this study. Section 3 explains
the dataset, Section 4 delves deeper into the methodology of all three language mod-
els, Section 5 provides the results, and Section 6 concludes, with remarks for further
research.

2. Literature review

As mentioned before, many central banks are contemplating whether to issue a CBDC,
as it has potential benefits, as an attractive public alternative to traditional deposits
held in private banks (Fernandez-Villaverde et al. 2021). Interestingly, Adrian and
Mancini-Griffoli (2021) provide a framework for comparing traditional forms of money
with their new digital equivalent. However, using a CBDC might also be costly for
agents having therefore implications in terms of financial stability and the design of
an optimal monetary policy strategy (Davoodalhosseini 2022; Ferrari Minesso et al.
2022). To deepen on the motivation and design features CBDC projects worldwide
we revert to Auer et al. (2022a) which offers a guided tour of the growing CBDC
literature on the microeconomic considerations related to projects architectures, tech-
nologies, and privacy as well as the macroeconomic implications for the economy and
the financial system. For instance, following this line of research, Siklos et al. (2018)
study the macroeconomic impact of CBDC, concluding that its adoption needs not
to impair inflation control, and Barrdear and Kumhof (2016) find a potential positive
impact on Gross Domestic Product in the US. On the other hand, (Andolfatto 2020)
investigates important microeconomics issues, like how CBDC can be expected to im-
pact a monopolistic banking sector, concluding that a properly designed CBDC is not
likely to threaten financial stability. Indeed, there is still an ample range of uncer-
tainty surrounding the impact of CBDC depending on its final design attributes (e.g.:

1From now on we will use the generic term BERT, though referring always to this particular class.
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between jurisdictions, which gives an idea of the complexity of this issue. Auer and
Boehme (2020) describe the main design options, identifying the possible trade-offs in
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take. Options range from a role as a direct CBDC provider, to intermediary solutions
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only wholesale transactions are considered. A second technical design decision is the
infrastructure, which could be based on Distributed Ledger Technology (DLT) or a
conventional centralized database. Additionally, more dimensions of this problem con-
cerns how will consumer access the CBDC (account-based or digital tokens) or the
interlinkages of CBDC with cross-border payments.

All these possibilities in the choice of CBDC design and operation generate a high
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relevant to analyze the tone of the central banks (represented by speeches by their
governors) to enhance the predictability and transparency at this time when several
of the CBDC projects are still in the initial stages of development. A better mea-
surement of the sentiment towards CBDC could refine central banks’ intentions and
policy direction, as well as improve its perceived credibility and help managing market
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expectations and investor sentiment (Scharnowski 2022).
To this purpose, in this paper we aim to quantify central banks’ sentiment towards

CBDC using two of the most widely used Large Language Models (LLMs) such as
ChatGPT (OpenAI, 2023), and BERT (Devlin et al. 2019), in particular, a pre-trained
version of BERT for financial communication known as FinBERT (Yang et al. 2020).1
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2. Literature review
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2022). To deepen on the motivation and design features CBDC projects worldwide
we revert to Auer et al. (2022a) which offers a guided tour of the growing CBDC
literature on the microeconomic considerations related to projects architectures, tech-
nologies, and privacy as well as the macroeconomic implications for the economy and
the financial system. For instance, following this line of research, Siklos et al. (2018)
study the macroeconomic impact of CBDC, concluding that its adoption needs not
to impair inflation control, and Barrdear and Kumhof (2016) find a potential positive
impact on Gross Domestic Product in the US. On the other hand, (Andolfatto 2020)
investigates important microeconomics issues, like how CBDC can be expected to im-
pact a monopolistic banking sector, concluding that a properly designed CBDC is not
likely to threaten financial stability. Indeed, there is still an ample range of uncer-
tainty surrounding the impact of CBDC depending on its final design attributes (e.g.:
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anonymity, rate of return, etc.).2 This translates in wide estimates for its adoption.
For instance, Li (2023) finds that Canadian households’ demand for CBDC can range
from 4% to 52% of total liquid assets, and banks endogenous responses to CBDC could
considerably constraint its upper bound take-up to 20%. In parallel, Kiff et al. (2020),
is a valuable survey that reviews the processes, roles, and responsibilities that would
need to be defined for the issuance of a retail CBDC, while Gorjón Rivas (2022), and
Romero Romero Ugarte et al. (2021) offers some insights on wholesale CBDC based
on different technologies, like distributed ledgers (DLT).

A critical article for understanding the increased interest in CBDCs among the
central banking community is Auer et al. (2020). In that research, the authors take
stock of design efforts, technical approaches, and differing stances on CBDC issuance
across jurisdictions that have conducted CBDC experimentation. To do this, from a
database of more than 16,000 central bank speeches by central bank representatives,
they extract 351 texts that explicitly mention CBDC. In addition, they evaluate with
their expert judgment the political position of these speeches.3 Therefore, as our goal
is to measure the sentiment of central banks towards CBDC, we will compare the
performance of Large Language Models (LLMs) with traditional NLP techniques (like
dictionary-based methods), and on a novel way, with human expert labels. This will
allow to assess the benefits and limitations of these models.

Firstly, we find that studying the sentiment of central bank communication is a
relevant research topic, as highlighted in studies such as (Born et al. 2014), who show
how sentiment of central banks’ speeches about financial stability have a significant
effect on market returns and volatility. Also Hansen et al. (2018) study central bank
transparency using topic modeling in an event study around 1993, the year the Fed
started to release the FOMC meeting transcripts. Notably, the evolution of NLP is
accelerating the research in this area. A good example is Hansen and Kazinnik (2023),
who use GPT models to decipher the communication from the Federal Reserve, finding
that these novel models surpass the performance of more traditional classification
methods.

On the other hand, the magnitude of the potential implications for an open-wide
economy of the introduction of a CBDC is reflected in Ferrari Minesso et al. (2022)
who analyze the international transmission of monetary policy decisions and technol-
ogy shocks in the presence and absence of a CBDC. Following this line, the impact of
CBDC communication in the real economy and financial markets is studied in Burlon
et al. (2022), who provide evidence on the estimated effects of CBDC news on bank
valuations and lending in the euro area, finding that it depends on the quantity of
CBDC in circulation. Also, Wang et al. (2022), find that CBDC attention and un-
certainty indices from financial news have a positive relationship on cryptocurrencies,
foreign exchange, and bond markets, as well as VIX and gold. Closer to our study,
Scharnowski (2022) use the raw CBDC sentiment index, as provided by Auer et al.
(2020), to study the market reaction to central banks’ speeches on CBDC, observ-
ing that cryptocurrency prices increase more strongly after speeches taking a positive
tone. Similarly, Tian et al. (2023) relies al well on the texts compiled by Auer et al.
(2020) but they propose to measure central banks’ sentiment toward CBDC based on
the polarity of the words using the Loughran-McDonald Financial Dictionary (LMFD)
(Loughran and McDonald 2011). They find that different cybersecurity risks (cyber-
ware and cyberattacks) can have an impact on the posture of central banks towards

2See for instance, Conlon et al. (2022) about “to CBDC or not CBDC”.
3At the moment of drafting this paper, it is updated up to January 2023.
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CBDCs. Specifically, they find that this posture improves as a result of losses due
to cyber-attacks. They conclude that central banks believe CBDC could be a public
solution to protect consumers from risks arising from the private sector.

Our study complements both literature strands, first on CBDC, and second, on cen-
tral banks’ communication, by means of using new techniques of (NLP to assess the
sentiment of central banks’ speeches in a topic that is gaining traction and relevance
such as digital money Hansson (2021). As a result, the application of LLM techniques,
such as ChatGPT (OpenAI, 2023), allows us to obtain a reliable sentiment measure,
as a continuous variable between -1 and 1 (as opposed to the categorical judgment of
experts), less noisy than Dictionary-based methods, and that captures subtler infor-
mation compared to models like BERT.

2.1. Dataset

The two most common ways of central bank communication are: (i) speeches, and
(ii) thematic reports. As a consequence of the more transparent manner that central
banks are communicating, the number of speeches available has increased (Hansson
2021). In this paper we use a collection of relevant central bank speeches touching upon
CBDC, collected in Auer et al. (2020). This database includes different issues related to
CBDCs, such as the different motivations of central banks for their experimentation,
or the public interest on this topic captured by web searches, or the architectures
and design attributes of each CBDC project. More importantly to our work, it also
analyzes the sentiment of those speeches using human expert knowledge. In particular,
the tone of the texts has been labeled by economists from the Bank of International
Settlements (BIS).4

As mentioned before, this database of documents has been used in different recent
academic papers like Scharnowski (2022), or Tian et al. (2023). In we provide a sum-
mary of the corpus of documents available. It consist of 351 texts, from 44 different
geographical areas, published during the period 2016-2022.5 The central banks with
more than 10 appearances are France, Euro Area, Germany, UK, US, Japan, Hong
Kong, and Singapore, followed by 36 countries with lower representation.6 It can be
seen as well that the number of speeches on CBDC by central banks has been growing
over the years, which reflects the increasing attention that CBDC has been gaining
from 2016 onwards.

3. Methodology

Text data is growing, and currently it represents the vast majority of data available for
researchers (Gentzkow et al. 2019; Ash and Hansen 2023). The unstructured nature

4This document provides an accompanying Excel file with a collection of links to relevant CBDC speeches,
ranked in temporary order, with a timestamp. The title, the speech stance (-1,0,1), and the url are listed as well,
therefore we have automated a procedure to extract, pre-process and storage the text in a separate database.
5Importantly, while the original publications dates back to 2020, the speeches database has been updated

since then until January 2023. Documents include a timestamp that allows later on for the construction of the
sentiment index as a time series.
6The other countries include “Finland”, “Canada”, “Sweden”, “Malaysia”, “Czech Republic”, “Chile”, “Den-

mark”, “Barbados”, “Australia”, “Pakistan”, “Thailand”, “Lithuania”, “Italy”, “Greece”, “New Zealand”,
“Hong Kong SAR”, “Belgium”, “Curaçao and Saint Maarten”, “Norway”, “South Africa”, “Kuwait”, “United
Arab Emirates”, “China”, “Bosnia and Herzegovina”, “The Bahamas”, “Mexico”, “France”, “Ireland”, “Mau-
ritius”, “Switzerland”, “Korea”, “Spain”, “Philippines”, “Russia”, “India”, “Albania”, “Netherlands”, “Mace-
donia, the Former Yugoslav Republic of”, “Indonesia”, “Korea, Republic of”, “Israel”, “Serbia”.
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Table 1. Descriptive statistics of corpus of documents: cross-sectional dispersion of countries experimenting
with CBDC, and the timeline of speeches collected in Auer et al. (2020).

Country Documents
France 51
Euro Area 41
Germany 31
United Kingdom 24
United States 24
Singapore 14
Hong Kong 13
Japan 13
Italy 13
Thailand 9
Canada 9
Others 109

Year Documents
2016 9
2017 16
2018 46
2019 42
2020 54
2021 76
2022 108

of this kind of data requires special techniques to deal with it, known as NLP). These
techniques are useful for different tasks to analyze text, like realizing summaries, pre-
dicting words in sentences, finding keywords or topics, or analyzing the sentiment of
a given extract.

In this study we are interested on investigating the use of LLMs strictly applied to
measuring the tone, stance or sentiment of a text. In this sense, we can frame LLMs as
an innovation within the field of NLP. In the past 5 years the explosion of LLMs has
been largely driven by the use of Transformers, as a particular architecture of deep
neural network which relies on the concept of self-attention (Vaswani et al. 2017) to
embed the context during its learning process.7

In this paper we use three techniques to measure sentiment. One of the techniques
is dictionary-based (also known as bag-of-words approach), which can be considered
as a benchmark as it is a traditional NLP technique. The other are two of the most
widely used LLMs currently in the academic literature and industries. One the one
hand, ChatGPT, a version of the general GPT (Generative Pre-trained Transformer)
models, is an auto-regressive Transformer model, recently released by OpenAI. On the
other hand, BERT (Bi-directional Encoder Representations from Transformers), which
was released by Google experts (Devlin et al. 2019). We selected these two families
of Transformers because both have strengths for sentiment analysis. BERT has the
advantage of including bi-directional attention (in contrast to left, auto-regressive,
attention of GPT models), while ChatGPT has been trained with a gigantic amount
45 terabytes, compared to the 3 terabytes of BERT. Our work will help to understand
the strengths and limitations of both models and to evaluate the improvement that
they represent with respect to dictionary-based methods when it comes to measuring
sentiment.

3.1. Dictionary-based method

One of the most traditional and popular techniques to compute the sentiment of a text
are the known as dictionary-based methods, which rely on a dictionary or predefined
collection of words with positive and negative tone. There are different dictionaries or

7See Amatriain (2023) for further references on the evolution of Transformer models.
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“Hong Kong SAR”, “Belgium”, “Curaçao and Saint Maarten”, “Norway”, “South Africa”, “Kuwait”, “United
Arab Emirates”, “China”, “Bosnia and Herzegovina”, “The Bahamas”, “Mexico”, “France”, “Ireland”, “Mau-
ritius”, “Switzerland”, “Korea”, “Spain”, “Philippines”, “Russia”, “India”, “Albania”, “Netherlands”, “Mace-
donia, the Former Yugoslav Republic of”, “Indonesia”, “Korea, Republic of”, “Israel”, “Serbia”.

5



BANCO DE ESPAÑA 11 DOCUMENTO DE TRABAJO N.º 2321

Table 1. Descriptive statistics of corpus of documents: cross-sectional dispersion of countries experimenting
with CBDC, and the timeline of speeches collected in Auer et al. (2020).

Country Documents
France 51
Euro Area 41
Germany 31
United Kingdom 24
United States 24
Singapore 14
Hong Kong 13
Japan 13
Italy 13
Thailand 9
Canada 9
Others 109

Year Documents
2016 9
2017 16
2018 46
2019 42
2020 54
2021 76
2022 108

of this kind of data requires special techniques to deal with it, known as NLP). These
techniques are useful for different tasks to analyze text, like realizing summaries, pre-
dicting words in sentences, finding keywords or topics, or analyzing the sentiment of
a given extract.

In this study we are interested on investigating the use of LLMs strictly applied to
measuring the tone, stance or sentiment of a text. In this sense, we can frame LLMs as
an innovation within the field of NLP. In the past 5 years the explosion of LLMs has
been largely driven by the use of Transformers, as a particular architecture of deep
neural network which relies on the concept of self-attention (Vaswani et al. 2017) to
embed the context during its learning process.7

In this paper we use three techniques to measure sentiment. One of the techniques
is dictionary-based (also known as bag-of-words approach), which can be considered
as a benchmark as it is a traditional NLP technique. The other are two of the most
widely used LLMs currently in the academic literature and industries. One the one
hand, ChatGPT, a version of the general GPT (Generative Pre-trained Transformer)
models, is an auto-regressive Transformer model, recently released by OpenAI. On the
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collections, depending on the nature of the texts at hand. In finance, one of the most
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and 2,337 negative words. While it is easy to use it straightforward, this approach
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was to learn to predict words that might appear before and after other text, hence the
term bidirectional, with the aim of translating sentences from German into English.
Unlike previous LLMs relying on Feed-Forward Neural Networks and Convolutional
Neural Networks, Transformers do not process the input sequence sequentially over
time. Instead, they process the entire sentence at once weighting the relevance of words
based on the self-attention mechanism (Vaswani et al. 2017).

In particular, for this paper, we use the version known as FinBERT (Yang et al.
2020), which is a financial domain-specific language model based on BERT, pre-trained
using a large scale of financial communication corpora.9 The sentiment output for
each analyzed piece of text is a probability distribution over the two possible classes,
negative and positive. Is therefore possible to transform it to the range -1 and 1 with
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Sentiment = Prob (positive)− Prob (negative)

3.3. ChatGPT
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sentence given the previous words, which allows it to learn the patterns of natural
language. The main difference between them is the type of attention mechanism, as
GPT models are auto-regressive, while the BERT family is bi-directional. Though, on
top of this difference, it shall be noted that ChatGPT, a particular version of GPT, has

8This might be mitigated by means of using TF-idf (Term frequency – Inverse document frequency) when
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been trained on a much larger corpus than any other model up to 2023. It also has been
trained using human labeling, which positions this model as potential market leader
(Bubeck et al. 2023). Indeed, it has gained immense popularity among early adopters
and in particular between finance experts and researchers (Dowling and Lucey 2023;
Hansen and Kazinnik 2023).10

To interact with ChatGPT it is necessary to specify the task to be carried out
by means of a prompt. The prompt can be as flexible as necessary, from asking to
summarize a text, to make up a story, to translate a sentence or to calculate the
sentiment. The flexibility in determining the task and ChatGPT’s ability to understand
it allows us to ask ChatGPT the sentiment in a text about specific topics (like CBDC)
and from various angles if necessary. Also, we can interact with ChatGPT through the
OpenAI API, which is very convenient because we can automate the process of asking
ChatGPT to calculate sentiment on a certain topic across thousands of texts.

The selection of the prompt (usually known as prompt engineering) is very im-
portant, as different prompts could yield different results, depending as well on the
fine-tuning of the hyper-parameters of the model.11 In the prompt we will ask Chat-
GPT to compute the sentiment between -1 and 1, therefore we will not need any
further transformation.

Our benchmark prompt for ChatGPT is as follows:

“Compute the sentiment score towards central bank digital currencies, measured be-
tween -1 and 1, of a given text. The response should be just a float number, no text. The
text is as follows: [. . . ]”

Then, we ask an additional prompt which is:

“Justify your answer”

We have performed robustness analysis with different prompts. At the time of writ-
ing, the only model version running behind ChatGPT was GPT-3.5 that has a limi-
tation of 4,000 tokens per prompt.12

Here is an example of how ChatGPT works with the aforementioned prompt with
two small texts from the Monetary Authority of Singapore.

Paragraph 1: Third, a digital Singapore dollar could mitigate against the encroach-
ment of privately issued stablecoins or foreign CBDCs in Singapore’s payments land-
scape. As these global digital currencies enter our market and become widely accessible
in the future, they could potentially displace the use of the Singapore dollar in domestic
retail transactions. A digital Singapore dollar issued by MAS that is congruent with
the needs of a digitalised economy could go some way to mitigate this risk.

• ChatGPT: This is the score: 0.6
• ChatGPT (justify your answer): The text is discussing the possible benefits of
a digital Singapore dollar issued by the MAS, and how it could help to prevent
the displacement of the Singapore dollar in domestic retail transactions. The
sentiment is positive towards the idea of a digital Singapore dollar

Paragraph 2: Retail CBDCs can potentially pose significant risks to monetary and

10As evidenced by Haque et al. (2022) the majority of the early adopters have expressed overwhelmingly positive
sentiments on this model, stating that “this is the most disruptive technology” they have ever experienced with.
11We have used the davinci-03 engine.
12OpenAI Technical Report states that GPT-4 will have a limitation of 32,000 tokens per prompt, but it was
not available via API.
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collections, depending on the nature of the texts at hand. In finance, one of the most
used dictionaries is (Loughran and McDonald 2011). It contains 354 positive words
and 2,337 negative words. While it is easy to use it straightforward, this approach
makes strong assumptions about the meaning of specific words that were selected, so
misspecification can cause severe noise in dictionary-based sentiment indices.8 This
concern is presented by Hayo and Zahner (2023), who perform an analysis of variance
(ANOVA) to show that about 80% of the variation in sentiment in Fed and ECB
speeches is due to noise, which raises questions about the index’s reliability as an
indicator.

In any case, due to its popularity, we find it a suitable benchmark for our exercise.
Since we can count the number of positive and the negative words in the corpus of text
that match Loughran and McDonald (2011), an easy way to calculate the sentiment
of a text is computing the polarity. This index is a measure between -1 and 1 that is
computed as follows:

Polarity = Positives−Negatives
Positives+Negatives

3.2. BERT

As mentioned before, BERT is a deep learning architecture for NLP analysis developed
by Google which harness the notion of self-attention to weigh-in the context in the
computation of word embedding. It was developed in 2018, with the goal of provide
contextual understanding on unlabeled data (Devlin et al. 2019). The original task
was to learn to predict words that might appear before and after other text, hence the
term bidirectional, with the aim of translating sentences from German into English.
Unlike previous LLMs relying on Feed-Forward Neural Networks and Convolutional
Neural Networks, Transformers do not process the input sequence sequentially over
time. Instead, they process the entire sentence at once weighting the relevance of words
based on the self-attention mechanism (Vaswani et al. 2017).

In particular, for this paper, we use the version known as FinBERT (Yang et al.
2020), which is a financial domain-specific language model based on BERT, pre-trained
using a large scale of financial communication corpora.9 The sentiment output for
each analyzed piece of text is a probability distribution over the two possible classes,
negative and positive. Is therefore possible to transform it to the range -1 and 1 with
a transformation such as:

Sentiment = Prob (positive)− Prob (negative)

3.3. ChatGPT

Similar to BERT, GPT models were initially trained to predict the next word in a
sentence given the previous words, which allows it to learn the patterns of natural
language. The main difference between them is the type of attention mechanism, as
GPT models are auto-regressive, while the BERT family is bi-directional. Though, on
top of this difference, it shall be noted that ChatGPT, a particular version of GPT, has

8This might be mitigated by means of using TF-idf (Term frequency – Inverse document frequency) when
accounting for the words used in the dictionary.
9We use an open-source library in Python, in particular BertForSequenceClassification. This library has a
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been trained on a much larger corpus than any other model up to 2023. It also has been
trained using human labeling, which positions this model as potential market leader
(Bubeck et al. 2023). Indeed, it has gained immense popularity among early adopters
and in particular between finance experts and researchers (Dowling and Lucey 2023;
Hansen and Kazinnik 2023).10

To interact with ChatGPT it is necessary to specify the task to be carried out
by means of a prompt. The prompt can be as flexible as necessary, from asking to
summarize a text, to make up a story, to translate a sentence or to calculate the
sentiment. The flexibility in determining the task and ChatGPT’s ability to understand
it allows us to ask ChatGPT the sentiment in a text about specific topics (like CBDC)
and from various angles if necessary. Also, we can interact with ChatGPT through the
OpenAI API, which is very convenient because we can automate the process of asking
ChatGPT to calculate sentiment on a certain topic across thousands of texts.

The selection of the prompt (usually known as prompt engineering) is very im-
portant, as different prompts could yield different results, depending as well on the
fine-tuning of the hyper-parameters of the model.11 In the prompt we will ask Chat-
GPT to compute the sentiment between -1 and 1, therefore we will not need any
further transformation.

Our benchmark prompt for ChatGPT is as follows:

“Compute the sentiment score towards central bank digital currencies, measured be-
tween -1 and 1, of a given text. The response should be just a float number, no text. The
text is as follows: [. . . ]”

Then, we ask an additional prompt which is:

“Justify your answer”

We have performed robustness analysis with different prompts. At the time of writ-
ing, the only model version running behind ChatGPT was GPT-3.5 that has a limi-
tation of 4,000 tokens per prompt.12

Here is an example of how ChatGPT works with the aforementioned prompt with
two small texts from the Monetary Authority of Singapore.

Paragraph 1: Third, a digital Singapore dollar could mitigate against the encroach-
ment of privately issued stablecoins or foreign CBDCs in Singapore’s payments land-
scape. As these global digital currencies enter our market and become widely accessible
in the future, they could potentially displace the use of the Singapore dollar in domestic
retail transactions. A digital Singapore dollar issued by MAS that is congruent with
the needs of a digitalised economy could go some way to mitigate this risk.

• ChatGPT: This is the score: 0.6
• ChatGPT (justify your answer): The text is discussing the possible benefits of
a digital Singapore dollar issued by the MAS, and how it could help to prevent
the displacement of the Singapore dollar in domestic retail transactions. The
sentiment is positive towards the idea of a digital Singapore dollar

Paragraph 2: Retail CBDCs can potentially pose significant risks to monetary and

10As evidenced by Haque et al. (2022) the majority of the early adopters have expressed overwhelmingly positive
sentiments on this model, stating that “this is the most disruptive technology” they have ever experienced with.
11We have used the davinci-03 engine.
12OpenAI Technical Report states that GPT-4 will have a limitation of 32,000 tokens per prompt, but it was
not available via API.
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financial stability. There could be some disintermediation of the banks, particularly
during stress periods if people can switch deposits into risk-free central bank money at
the “click of a button”. Even in normal times, if people held a significant portion of
their deposits in the form of digital Singapore dollars with MAS, it would considerably
reduce our banks’ capacity to make loans. But we can likely manage these risks by
designing the retail CBDC with sensible safeguards, such as stock and flow caps on the
amount of digital Singapore dollars that anyone is allowed to place with MAS.

• ChatGPT: This is the score: -0.6
• ChatGPT (justify your answer): The text discusses the potential risks of retail
CBDCs, which could lead to disintermediation of banks and reduced capacity
for loans. While the text does acknowledge that these risks can be managed, the
overall sentiment is negative.

3.4. Workflow

As we said before, there are a total of 351 documents in our corpus. These documents
are very heterogeneous, with different sizes. In we show the description of the size
of these texts. There are texts with less than 1,000 words and others with more than
10,000. The average size is around 3,500 words, and almost half of the documents have
more than 3,000 words. While we can apply the dictionary-based method to texts of
any size, both BERT and ChatGPT have limitations, of 500 tokens and 4,000 tokens
respectively.13 And in the case of ChatGPT, both the prompt and answer tokens are
included in the limitation. Therefore, keeping in mind the limitations of BERT and
GPT, we have decided to perform our benchmark analysis splitting the documents
into smaller pieces per document. This had an additional advantage because smaller
texts are easy for a human to inspect, which allows us to immediately check how the
dictionary-based and LLMs are performing.

We have decided to split each speech into paragraphs. Since the speeches cover many
different topics other than CBDC (e.g.: COVID, financial stability, or macroeconomic
forecasting), we select only relevant paragraphs where a number of keywords are men-
tioned. In particular, in line with Tian et al. (2022) the keywords are CBDC, central
bank digital currency (currencies), central bank digital money, central-bank-issued dig-
ital money, digital euro, and central-bank-issued digital currency (currencies).14 Once
a relevant paragraph is selected, we calculate the sentiment with the three methods
(Dictionary-based, BERT and ChatGPT). None of the paragraphs was bigger than
500 words (the average size of the selected paragraphs is 80 words), meaning that they
could be analyzed by all techniques. In Table 2 we show the description of the size of
the resulting text after applying the keywords, and the number of paragraphs, so that
we can have an idea of the size of the texts fed into the models. Once all the para-
graphs in the document have been analyzed, we calculate the document sentiment as
the average of the paragraphs sentiments. We repeat this process for all the documents
in our corpus. In Figure 1 we summarize the workflow.

13A token is a single unit of text, like words, numbers, or punctuation marks, separated by white space or
other delimiters
14We could perform this selection with ChatGPT as well. ChatGPT would be able to capture if the paragraph
is talking about CBDC, but this will imply more queries and higher price through the API. A practical strategy
could involve the use of semantic search, based on pre-trained embeddings, to select paragraphs most likely to
address CBDCs. These selected paragraphs could then be fed into the API of ChatGPT.
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4. Results

In this Section we analyze the sentiment on CBDC obtained with the three techniques:
Dictionary-based, BERT and ChatGPT. First, in Section 5.1 we compare the results
and the evolution over time, showing that sentiment on CBDC is clearly upward trend-
ing. Then, in Section 5.2 we compare the results obtained using NLP with the human
expert analysis performed by BIS economists, showing that ChatGPT is closest to
the labeled data. In Section 5.3, we perform different robust analyses such as different
prompts, and increasing the size of the text. In the Appendix we show some more
examples to support why ChatGPT can capture better the sentiment.

4.1. Evolution of sentiment

We have seen that all three techniques show a positive evolution of sentiment towards
CBDC. But, which technique is more accurate? To assess the accuracy, we aim to
calculate if they are comparable to what a human would do. To do this, we perform
three exercises. We first calculate the correlation between the sentiment score of each
technique with that reported by human experts, in particular the economists working
at BIS, as stated in Auer et al. (2020). Here the authors used expert judgment to score
each document with a value of -1, 0 or +1. Second, in the Appendix we look at some
of the cases where there is major disagreement between the three techniques.

We can look into how sentiment evolves over time in several ways. First, in Figures 2
and 3, we group the documents by year (on the left) and by quarter (on the right), and
take the average of the documents in that period. We must bear in mind that there
is a different number of documents in each year and quarter (as we saw in Figure
1 above), so the figures may be biased by moments of time with a higher or lower
number of documents. The annual and quarterly average sentiment shows a growing
trend from 2017 onwards, for all techniques. Polarity seems to be more volatile and the
fact that the sentiment of ChatGPT is greater than BERT, which in turn is greater
than Polarity, is present in almost the entire sample. Sentiment for ChatGPT moves
from 0.2 to 0.4, for BERT it moves around 0.1 and 0.2, and for Polarity it is much
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financial stability. There could be some disintermediation of the banks, particularly
during stress periods if people can switch deposits into risk-free central bank money at
the “click of a button”. Even in normal times, if people held a significant portion of
their deposits in the form of digital Singapore dollars with MAS, it would considerably
reduce our banks’ capacity to make loans. But we can likely manage these risks by
designing the retail CBDC with sensible safeguards, such as stock and flow caps on the
amount of digital Singapore dollars that anyone is allowed to place with MAS.

• ChatGPT: This is the score: -0.6
• ChatGPT (justify your answer): The text discusses the potential risks of retail
CBDCs, which could lead to disintermediation of banks and reduced capacity
for loans. While the text does acknowledge that these risks can be managed, the
overall sentiment is negative.

3.4. Workflow

As we said before, there are a total of 351 documents in our corpus. These documents
are very heterogeneous, with different sizes. In we show the description of the size
of these texts. There are texts with less than 1,000 words and others with more than
10,000. The average size is around 3,500 words, and almost half of the documents have
more than 3,000 words. While we can apply the dictionary-based method to texts of
any size, both BERT and ChatGPT have limitations, of 500 tokens and 4,000 tokens
respectively.13 And in the case of ChatGPT, both the prompt and answer tokens are
included in the limitation. Therefore, keeping in mind the limitations of BERT and
GPT, we have decided to perform our benchmark analysis splitting the documents
into smaller pieces per document. This had an additional advantage because smaller
texts are easy for a human to inspect, which allows us to immediately check how the
dictionary-based and LLMs are performing.

We have decided to split each speech into paragraphs. Since the speeches cover many
different topics other than CBDC (e.g.: COVID, financial stability, or macroeconomic
forecasting), we select only relevant paragraphs where a number of keywords are men-
tioned. In particular, in line with Tian et al. (2022) the keywords are CBDC, central
bank digital currency (currencies), central bank digital money, central-bank-issued dig-
ital money, digital euro, and central-bank-issued digital currency (currencies).14 Once
a relevant paragraph is selected, we calculate the sentiment with the three methods
(Dictionary-based, BERT and ChatGPT). None of the paragraphs was bigger than
500 words (the average size of the selected paragraphs is 80 words), meaning that they
could be analyzed by all techniques. In Table 2 we show the description of the size of
the resulting text after applying the keywords, and the number of paragraphs, so that
we can have an idea of the size of the texts fed into the models. Once all the para-
graphs in the document have been analyzed, we calculate the document sentiment as
the average of the paragraphs sentiments. We repeat this process for all the documents
in our corpus. In Figure 1 we summarize the workflow.

13A token is a single unit of text, like words, numbers, or punctuation marks, separated by white space or
other delimiters
14We could perform this selection with ChatGPT as well. ChatGPT would be able to capture if the paragraph
is talking about CBDC, but this will imply more queries and higher price through the API. A practical strategy
could involve the use of semantic search, based on pre-trained embeddings, to select paragraphs most likely to
address CBDCs. These selected paragraphs could then be fed into the API of ChatGPT.
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Figure 1. Workflow: procedure to automate the extraction of relevant text from the listed url of speeches
provided in an Excel file in Auer et al. (2020). Step by step we show the methodology pursued to measure the
sentiment of the corpus of text.

Table 2. Size of corpus: descriptive statistics of the corpus of texts, collected from Auer et al. (2020). First,
the number of words in the full document, then the size of the relevant pieces of text (connected to CBDC),
and finally, the number of paragraphs.

Number of words, all text Number of words, selected text Number of paragraphs
Mean 3,513 558 7.11
Std 3,861 665 9.33
Min 529 21 1
0.25 1,894 123 1
0.5 2,895 278 3
0.75 3,872 699 9
Max 43,823 3,753 49

4. Results

In this Section we analyze the sentiment on CBDC obtained with the three techniques:
Dictionary-based, BERT and ChatGPT. First, in Section 5.1 we compare the results
and the evolution over time, showing that sentiment on CBDC is clearly upward trend-
ing. Then, in Section 5.2 we compare the results obtained using NLP with the human
expert analysis performed by BIS economists, showing that ChatGPT is closest to
the labeled data. In Section 5.3, we perform different robust analyses such as different
prompts, and increasing the size of the text. In the Appendix we show some more
examples to support why ChatGPT can capture better the sentiment.

4.1. Evolution of sentiment

We have seen that all three techniques show a positive evolution of sentiment towards
CBDC. But, which technique is more accurate? To assess the accuracy, we aim to
calculate if they are comparable to what a human would do. To do this, we perform
three exercises. We first calculate the correlation between the sentiment score of each
technique with that reported by human experts, in particular the economists working
at BIS, as stated in Auer et al. (2020). Here the authors used expert judgment to score
each document with a value of -1, 0 or +1. Second, in the Appendix we look at some
of the cases where there is major disagreement between the three techniques.

We can look into how sentiment evolves over time in several ways. First, in Figures 2
and 3, we group the documents by year (on the left) and by quarter (on the right), and
take the average of the documents in that period. We must bear in mind that there
is a different number of documents in each year and quarter (as we saw in Figure
1 above), so the figures may be biased by moments of time with a higher or lower
number of documents. The annual and quarterly average sentiment shows a growing
trend from 2017 onwards, for all techniques. Polarity seems to be more volatile and the
fact that the sentiment of ChatGPT is greater than BERT, which in turn is greater
than Polarity, is present in almost the entire sample. Sentiment for ChatGPT moves
from 0.2 to 0.4, for BERT it moves around 0.1 and 0.2, and for Polarity it is much
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more volatile.
This analysis has the limitation that the number of documents in each quarter and

year is different. For this reason, we carry out a moving average analysis, the results
of which are shown in Figure 4. There, we show, document by document, the moving
average of sentiment using 20 documents as a rolling window. The figure confirms that
sentiment towards CBDC appears to be more positive as time goes by, based on all
three techniques. For example, ChatGPT starts at about 0.2 and ends at 0.4, BERT
starts at 0.1 and ends at 0.2, and Polarity is the most extreme case, starting from -0.1
to 0.3. Lower initial sentiment on CBDC is in line with the idea that central banks
have started to talk cautiously about the systemic implications of CBDC (Barontini
and Holden 2019). But over time, we see an increasing trend in sentiment, reflecting
that several central banks have become enthusiastic about exploring the idea of issuing
a CBDC.

Figure 2. Sentiment. Avg year Figure 3. Sentiment. Avg quarter

Figure 4. Sentiment. Moving Avg

11

more volatile.
This analysis has the limitation that the number of documents in each quarter and

year is different. For this reason, we carry out a moving average analysis, the results
of which are shown in Figure 4. There, we show, document by document, the moving
average of sentiment using 20 documents as a rolling window. The figure confirms that
sentiment towards CBDC appears to be more positive as time goes by, based on all
three techniques. For example, ChatGPT starts at about 0.2 and ends at 0.4, BERT
starts at 0.1 and ends at 0.2, and Polarity is the most extreme case, starting from -0.1
to 0.3. Lower initial sentiment on CBDC is in line with the idea that central banks
have started to talk cautiously about the systemic implications of CBDC (Barontini
and Holden 2019). But over time, we see an increasing trend in sentiment, reflecting
that several central banks have become enthusiastic about exploring the idea of issuing
a CBDC.

Figure 2. Sentiment. Avg year Figure 3. Sentiment. Avg quarter

Figure 4. Sentiment. Moving Avg

11

more volatile.
This analysis has the limitation that the number of documents in each quarter and

year is different. For this reason, we carry out a moving average analysis, the results
of which are shown in Figure 4. There, we show, document by document, the moving
average of sentiment using 20 documents as a rolling window. The figure confirms that
sentiment towards CBDC appears to be more positive as time goes by, based on all
three techniques. For example, ChatGPT starts at about 0.2 and ends at 0.4, BERT
starts at 0.1 and ends at 0.2, and Polarity is the most extreme case, starting from -0.1
to 0.3. Lower initial sentiment on CBDC is in line with the idea that central banks
have started to talk cautiously about the systemic implications of CBDC (Barontini
and Holden 2019). But over time, we see an increasing trend in sentiment, reflecting
that several central banks have become enthusiastic about exploring the idea of issuing
a CBDC.

Figure 2. Sentiment. Avg year Figure 3. Sentiment. Avg quarter

Figure 4. Sentiment. Moving Avg

11



BANCO DE ESPAÑA 16 DOCUMENTO DE TRABAJO N.º 2321

Table 3. Correlation with expert judgment. Benchmark exercise: correlation between the sentiment obtained
by the three techniques with the sentiment labeled in Auer et al. (2020), for full texts, and for larger texts,

combining paragraphs.

All text
+1 paragraph
(242 docs)

ChatGPT 0.34*** 0.44***
BERT 0.29*** 0.34***
Dictionary-based 0.21*** 0.22***

4.2. Comparing with humans and labeled data

We have seen that all three techniques show a positive evolution of sentiment towards
CBDC. But, which technique is more accurate? To assess the accuracy, we aim to
calculate if they are comparable to what a human would do. To do this, we perform
three exercises. We first calculate the correlation between the sentiment score of each
technique with that reported by human experts, in particular the economists working
at BIS, as stated in Auer et al. (2020). Here the authors used expert judgment to score
each document with a value of -1, 0 or +1. Second, in the Appendix we look at some
of the cases where there is major disagreement between the three techniques.15

In Table 3 we show the correlation between the sentiment obtained by the three
techniques with the sentiment labeled in Auer et al. (2020), for full texts, and for larger
texts, combining paragraphs. These correlations are in all cases positive and signifi-
cant, which indicate that the techniques are capturing up to some level the sentiment
expressed by humans. But LLMs are measuring better that sentiment, specially Chat-
GPT. Moreover, the difference between ChatGPT and the other techniques is bigger
in larger texts, where the correlation between ChatGPT and BIS labeled data is sig-
nificantly higher than the others. This suggests that ChatGPT captures sentiment
better, at least compared to BERT and Polarity. Figure 5 shows the correlation be-
tween ChatGPT and human labels for texts with more than 100 words, where this
relationship can be visually appreciated.

Finally, we compare the temporal evolution of the sentiment of ChatGPT with that
of labeled data from human experts. To do this, we reconstructed the graph made
in Auer et al. (2020), in which they plot the cumulative sum of sentiment month by
month. To compare with ChatGPT, we translate the ChatGPT score to -1, 0, and 1,
classifying the bottom 10% scores as -1, the top 50% scores as +1, and the rest of the
scores as 0 (following the distribution -1, 0 and 1 of the expert judgment made by the
human experts). The result is shown in Figure 6, with the orange line being for BIS
sentiment (Auer et al. 2020) and the blue line for ChatGPT. It can be seen that the
trend changes are very similar. The similarity between the labeled data and ChatGPT
is remarkable, especially considering that the prompt we used was quite generic, and
it could be further tailored to capture BIS preferences.

Not only are the ChatGPT sentiment scores more similar to the expert labeled data,
but it appears that the tone distribution of both ChatGPT and BERT are more human-
like, while the polarity distribution differs. In Figure 7 we plot the histogram of the
sentiments per document provided by the three techniques, and in Figure 8 we show the
histogram of the typical scores provided by humans, as shown in Guo et al. (2023). The

15We leave for further Research how to assess the predictability each sentiment score. E.g.: using a random
forest model we could predict the sentiment score based on various characteristics, such as country of origin,
time dummies, economic policy uncertainty index, interest in CBDC on Google web searches, and Bitcoin
prices.
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relationship can be visually appreciated.

Finally, we compare the temporal evolution of the sentiment of ChatGPT with that
of labeled data from human experts. To do this, we reconstructed the graph made
in Auer et al. (2020), in which they plot the cumulative sum of sentiment month by
month. To compare with ChatGPT, we translate the ChatGPT score to -1, 0, and 1,
classifying the bottom 10% scores as -1, the top 50% scores as +1, and the rest of the
scores as 0 (following the distribution -1, 0 and 1 of the expert judgment made by the
human experts). The result is shown in Figure 6, with the orange line being for BIS
sentiment (Auer et al. 2020) and the blue line for ChatGPT. It can be seen that the
trend changes are very similar. The similarity between the labeled data and ChatGPT
is remarkable, especially considering that the prompt we used was quite generic, and
it could be further tailored to capture BIS preferences.

Not only are the ChatGPT sentiment scores more similar to the expert labeled data,
but it appears that the tone distribution of both ChatGPT and BERT are more human-
like, while the polarity distribution differs. In Figure 7 we plot the histogram of the
sentiments per document provided by the three techniques, and in Figure 8 we show the
histogram of the typical scores provided by humans, as shown in Guo et al. (2023). The

15We leave for further Research how to assess the predictability each sentiment score. E.g.: using a random
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more volatile.
This analysis has the limitation that the number of documents in each quarter and

year is different. For this reason, we carry out a moving average analysis, the results
of which are shown in Figure 4. There, we show, document by document, the moving
average of sentiment using 20 documents as a rolling window. The figure confirms that
sentiment towards CBDC appears to be more positive as time goes by, based on all
three techniques. For example, ChatGPT starts at about 0.2 and ends at 0.4, BERT
starts at 0.1 and ends at 0.2, and Polarity is the most extreme case, starting from -0.1
to 0.3. Lower initial sentiment on CBDC is in line with the idea that central banks
have started to talk cautiously about the systemic implications of CBDC (Barontini
and Holden 2019). But over time, we see an increasing trend in sentiment, reflecting
that several central banks have become enthusiastic about exploring the idea of issuing
a CBDC.

Figure 2. Sentiment. Avg year Figure 3. Sentiment. Avg quarter

Figure 4. Sentiment. Moving Avg
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Figure 5. Correlation between ChatGPT and expert judgment: correlation between ChatGPT and human
labels for texts with more than 100 words.

polarity histogram follows a nearly symmetrical distribution, whereas humans tend to
follow a distribution closer to a Chi-square. Guo et al. (2023) conducted comprehensive
human evaluations and linguistic analyses of the content generated by ChatGPT in
comparison to that of humans, and it revealed interesting results. First, the authors
find that the proportion of neutral emotions is higher for both humans and ChatGPT,
which is in line with our results in this study. However, ChatGPT generally expresses
less negative feelings than humans. This is also the case in our study. Therefore,
a limitation of ChatGPT to analyze sentiment can occur when evaluating negative
postures, since humans express more negative emotions than ChatGPT.

4.3. Robustness analysis: Different prompts and larger texts

Is ChatGPT capturing correctly the increasing sentiment of central banks towards
CBDC, or it is by default more optimistic than BERT and Dictionary-based methods?
Do our benchmark results hold for larger texts? In this Section we propose two analyses
to test these questions.

4.3.1. Robustness analysis. Prompts for crypto

In order to test whether ChatGPT is more optimistic than BERT or Polarity by
default, we perform a robustness analysis in which we repeat the workflow described in
Figure 1 but select paragraphs according to the following keywords: crypto(s), crypto
asset(s), crypto-asset(s), Bitcoin. We compute the sentiment over those paragraphs,
and we use as a prompt for ChatGPT:

“Compute the sentiment score towards crypto assets, measured between -1 and 1, of
a given text. The response should be just a float number, no text. The text is as follows:
[. . . ]”
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Figure 6. Cumulative sum ChatGPT vs expert judgment: comparing ChatGPT with human labels. The
orange line is the BIS sentiment (Auer et al. 2020) and the blue line is ChatGPT.

The results of the rolling window analysis for the three techniques can be seen in
Figure 9. For crypto assets the sentiment does not display an upward trend behavior
for any of the techniques, as expected.16 Again, Polarity is the more volatile, and al-
though on average is always below BERT and ChatGPT, there are moments in time in
which sentiment with Polarity is higher than the one from the LLMs. Moreover, Chat-
GPT (green) does not always indicate a higher sentiment that the other techniques.
Therefore, the fact that ChatGPT captures more sentiment towards CBDC seems to
be genuine, and is not just a result of the fact that ChatGPT could be less negative
overall (Figure 8).

4.3.2. Robustness analysis. Larger texts

As we showed in Table 2, the average text size after selecting CBDC keywords is less
than 300 words. Technically we could fit all texts with less than 500 words directly
to BERT and ChatGPT without restrictions. In this robustness check, instead of
evaluating the paragraphs one by one, we merge them (in texts with more than 1
paragraph) until we create big paragraphs of 500 words. The problem with this is that
we might put together paragraphs that do not fit necessarily (they could belong to
different parts of the texts). This does not matter for Polarity because it acts as a
bag-of-words (the order of words does not matter) but might have implications for the
LLMs. On the other hand, LLMs might benefit from having access to bigger texts. We
show the correlation between labeled data and the three techniques with larger texts
in Table 4. It can be seen that in larger texts Polarity does not improve its results,
while BERT and ChatGPT improve it, specially ChatGPT. This is another indicator
that ChatGPT is able to capture better the sentiment, and might benefit from the

16See for instance the list of speeches of the European Central Bank on crypto-assets.
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Figure 5. Correlation between ChatGPT and expert judgment: correlation between ChatGPT and human
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polarity histogram follows a nearly symmetrical distribution, whereas humans tend to
follow a distribution closer to a Chi-square. Guo et al. (2023) conducted comprehensive
human evaluations and linguistic analyses of the content generated by ChatGPT in
comparison to that of humans, and it revealed interesting results. First, the authors
find that the proportion of neutral emotions is higher for both humans and ChatGPT,
which is in line with our results in this study. However, ChatGPT generally expresses
less negative feelings than humans. This is also the case in our study. Therefore,
a limitation of ChatGPT to analyze sentiment can occur when evaluating negative
postures, since humans express more negative emotions than ChatGPT.
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Do our benchmark results hold for larger texts? In this Section we propose two analyses
to test these questions.

4.3.1. Robustness analysis. Prompts for crypto

In order to test whether ChatGPT is more optimistic than BERT or Polarity by
default, we perform a robustness analysis in which we repeat the workflow described in
Figure 1 but select paragraphs according to the following keywords: crypto(s), crypto
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and we use as a prompt for ChatGPT:

“Compute the sentiment score towards crypto assets, measured between -1 and 1, of
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Table 3. Correlation with expert judgment. Benchmark exercise: correlation between the sentiment obtained
by the three techniques with the sentiment labeled in Auer et al. (2020), for full texts, and for larger texts,
combining paragraphs.

All text
+1 paragraph
(242 docs)

ChatGPT 0.34*** 0.44***
BERT 0.29*** 0.34***
Dictionary-based 0.21*** 0.22***

4.2. Comparing with humans and labeled data

We have seen that all three techniques show a positive evolution of sentiment towards
CBDC. But, which technique is more accurate? To assess the accuracy, we aim to
calculate if they are comparable to what a human would do. To do this, we perform
three exercises. We first calculate the correlation between the sentiment score of each
technique with that reported by human experts, in particular the economists working
at BIS, as stated in Auer et al. (2020). Here the authors used expert judgment to score
each document with a value of -1, 0 or +1. Second, in the Appendix we look at some
of the cases where there is major disagreement between the three techniques.15

In Table 3 we show the correlation between the sentiment obtained by the three
techniques with the sentiment labeled in Auer et al. (2020), for full texts, and for larger
texts, combining paragraphs. These correlations are in all cases positive and signifi-
cant, which indicate that the techniques are capturing up to some level the sentiment
expressed by humans. But LLMs are measuring better that sentiment, specially Chat-
GPT. Moreover, the difference between ChatGPT and the other techniques is bigger
in larger texts, where the correlation between ChatGPT and BIS labeled data is sig-
nificantly higher than the others. This suggests that ChatGPT captures sentiment
better, at least compared to BERT and Polarity. Figure 5 shows the correlation be-
tween ChatGPT and human labels for texts with more than 100 words, where this
relationship can be visually appreciated.

Finally, we compare the temporal evolution of the sentiment of ChatGPT with that
of labeled data from human experts. To do this, we reconstructed the graph made
in Auer et al. (2020), in which they plot the cumulative sum of sentiment month by
month. To compare with ChatGPT, we translate the ChatGPT score to -1, 0, and 1,
classifying the bottom 10% scores as -1, the top 50% scores as +1, and the rest of the
scores as 0 (following the distribution -1, 0 and 1 of the expert judgment made by the
human experts). The result is shown in Figure 6, with the orange line being for BIS
sentiment (Auer et al. 2020) and the blue line for ChatGPT. It can be seen that the
trend changes are very similar. The similarity between the labeled data and ChatGPT
is remarkable, especially considering that the prompt we used was quite generic, and
it could be further tailored to capture BIS preferences.

Not only are the ChatGPT sentiment scores more similar to the expert labeled data,
but it appears that the tone distribution of both ChatGPT and BERT are more human-
like, while the polarity distribution differs. In Figure 7 we plot the histogram of the
sentiments per document provided by the three techniques, and in Figure 8 we show the
histogram of the typical scores provided by humans, as shown in Guo et al. (2023). The

15We leave for further Research how to assess the predictability each sentiment score. E.g.: using a random
forest model we could predict the sentiment score based on various characteristics, such as country of origin,
time dummies, economic policy uncertainty index, interest in CBDC on Google web searches, and Bitcoin
prices.
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Figure 7. Histogram three techniques with different techniques: histogram of the sentiments per document
provided by the three techniques

Table 4. Correlation with expert judgment. Larger texts: correlation between labeled data and the three
NLP techniques with larger texts.

Texts of at least 500 words
ChatGPT 0.50 ***
Bert 0.38 ***
Dictionary 0.25 **

inclusion of larger texts. It is worth mentioning that GPT4 would be able to read
texts of up to 32,000 tokens. However, at the time of writing, GPT4 was not accessible
through the API.

5. Conclusion and further work

Currently, central banks issue statements and opinions on topics that are not related
to those traditionally associated with central bank communication (Hansson 2021).
Recent studies suggest that these communications are important for financial markets,
even when the topics discussed are not directly linked to monetary policy (Fortes
and Le Guenedal 2020). One of these new topics is the discussion on the need and
desirability of a new type of money: central bank digital currencies (CBDCs).

Our work investigates the sentiment of central banks’ communication about the
issuance of digital money through CBDC. For the first time in the literature we use
LLMs (BERT and ChatGPT) to compute a sentiment score of these speeches and
reports, and we compare them to traditional dictionary-based techniques and human
labels. First, we find that the sentiment towards CBDC seems to be increasing from
2017 onwards according to both LLMs and dictionary-based techniques, but the latter
are more volatile. Second, we compare the sentiment obtained by the three techniques
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even when the topics discussed are not directly linked to monetary policy (Fortes
and Le Guenedal 2020). One of these new topics is the discussion on the need and
desirability of a new type of money: central bank digital currencies (CBDCs).

Our work investigates the sentiment of central banks’ communication about the
issuance of digital money through CBDC. For the first time in the literature we use
LLMs (BERT and ChatGPT) to compute a sentiment score of these speeches and
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Figure 6. Cumulative sum ChatGPT vs expert judgment: comparing ChatGPT with human labels. The
orange line is the BIS sentiment (Auer et al. 2020) and the blue line is ChatGPT.

The results of the rolling window analysis for the three techniques can be seen in
Figure 9. For crypto assets the sentiment does not display an upward trend behavior
for any of the techniques, as expected.16 Again, Polarity is the more volatile, and al-
though on average is always below BERT and ChatGPT, there are moments in time in
which sentiment with Polarity is higher than the one from the LLMs. Moreover, Chat-
GPT (green) does not always indicate a higher sentiment that the other techniques.
Therefore, the fact that ChatGPT captures more sentiment towards CBDC seems to
be genuine, and is not just a result of the fact that ChatGPT could be less negative
overall (Figure 8).

4.3.2. Robustness analysis. Larger texts

As we showed in Table 2, the average text size after selecting CBDC keywords is less
than 300 words. Technically we could fit all texts with less than 500 words directly
to BERT and ChatGPT without restrictions. In this robustness check, instead of
evaluating the paragraphs one by one, we merge them (in texts with more than 1
paragraph) until we create big paragraphs of 500 words. The problem with this is that
we might put together paragraphs that do not fit necessarily (they could belong to
different parts of the texts). This does not matter for Polarity because it acts as a
bag-of-words (the order of words does not matter) but might have implications for the
LLMs. On the other hand, LLMs might benefit from having access to bigger texts. We
show the correlation between labeled data and the three techniques with larger texts
in Table 4. It can be seen that in larger texts Polarity does not improve its results,
while BERT and ChatGPT improve it, specially ChatGPT. This is another indicator
that ChatGPT is able to capture better the sentiment, and might benefit from the

16See for instance the list of speeches of the European Central Bank on crypto-assets.
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Figure 5. Correlation between ChatGPT and expert judgment: correlation between ChatGPT and human
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postures, since humans express more negative emotions than ChatGPT.
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Do our benchmark results hold for larger texts? In this Section we propose two analyses
to test these questions.

4.3.1. Robustness analysis. Prompts for crypto

In order to test whether ChatGPT is more optimistic than BERT or Polarity by
default, we perform a robustness analysis in which we repeat the workflow described in
Figure 1 but select paragraphs according to the following keywords: crypto(s), crypto
asset(s), crypto-asset(s), Bitcoin. We compute the sentiment over those paragraphs,
and we use as a prompt for ChatGPT:

“Compute the sentiment score towards crypto assets, measured between -1 and 1, of
a given text. The response should be just a float number, no text. The text is as follows:
[. . . ]”
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Figure 8. Guo et al. (2023): histogram of the typical scores provided by humans, as shown in Guo et al.
(2023).

with the one provided by experts, and we find that ChatGPT is closer to labeled data
than BERT or Dictionary-based methods. If we select larger texts, the advantage of
ChatGPT over the other techniques increase.

Therefore, we want to point out that this study provides central banks with in-
sights on how central bank communications might be perceived by selected audiences.
However, the immense size of the available LLMs brings two new risk factors. First,
interpretability of the results is a challenge currently being under scrutiny of regula-
tors, and a field where developers are working, aiming to identify which parts of an
LLM are responsible for which of its behaviors.17 Additionally, the use of LLMs also
raises concerns about third-party dependencies and the potential electrical and envi-
ronmental cost of keeping these models online for everyone to access (Strubell et al.
2019).

Finally, we leave some indications for further research. While ChatGPT seems to
better capture the sentiment towards CBDC than other NLP alternatives, we still
need to assess the importance of prompt engineering when defining the task for Chat-
GPT, like changing its content, length, etc. In this article we have carried out several
experiments in this direction, with prompts that exclude CBDC from the input state-
ment (see Appendix section 7.3). On top of it, it could be worthwhile to extend our
robustness analysis on the use of LLM techniques to compute the sentiment on other
contexts, such as we did with crypto-assets (Section 5.3.1.). This way we could un-

17See for instance the guidelines from OpenAI.

16

Figure 6. Cumulative sum ChatGPT vs expert judgment: comparing ChatGPT with human labels. The
orange line is the BIS sentiment (Auer et al. 2020) and the blue line is ChatGPT.

The results of the rolling window analysis for the three techniques can be seen in
Figure 9. For crypto assets the sentiment does not display an upward trend behavior
for any of the techniques, as expected.16 Again, Polarity is the more volatile, and al-
though on average is always below BERT and ChatGPT, there are moments in time in
which sentiment with Polarity is higher than the one from the LLMs. Moreover, Chat-
GPT (green) does not always indicate a higher sentiment that the other techniques.
Therefore, the fact that ChatGPT captures more sentiment towards CBDC seems to
be genuine, and is not just a result of the fact that ChatGPT could be less negative
overall (Figure 8).

4.3.2. Robustness analysis. Larger texts

As we showed in Table 2, the average text size after selecting CBDC keywords is less
than 300 words. Technically we could fit all texts with less than 500 words directly
to BERT and ChatGPT without restrictions. In this robustness check, instead of
evaluating the paragraphs one by one, we merge them (in texts with more than 1
paragraph) until we create big paragraphs of 500 words. The problem with this is that
we might put together paragraphs that do not fit necessarily (they could belong to
different parts of the texts). This does not matter for Polarity because it acts as a
bag-of-words (the order of words does not matter) but might have implications for the
LLMs. On the other hand, LLMs might benefit from having access to bigger texts. We
show the correlation between labeled data and the three techniques with larger texts
in Table 4. It can be seen that in larger texts Polarity does not improve its results,
while BERT and ChatGPT improve it, specially ChatGPT. This is another indicator
that ChatGPT is able to capture better the sentiment, and might benefit from the

16See for instance the list of speeches of the European Central Bank on crypto-assets.
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Figure 9. Sentiment scores towards crypto: results of the rolling window (moving average) analysis for the
three NLP techniques, applied to crypto analysis.

derstand if ChatGPT is inherently more positive than BERT, or if dictionary-based
methods are always more volatile. Also, future research could extend the analysis to
other LLM techniques, like GPT4, XLNet, LLaMA, or T5. Finally, since our analysis
provides a continuous measure of sentiment values, document by document, we could
study which are the determinants of this sentiment index, and in particular, if there
are factors that can explain why it fluctuates and why it increases. Are these sentiment
values affected by changes in the crypto market? Or by the appearance of private digi-
tal currency initiatives like Libra? These analyses could help policymakers and market
participants to better assess the likelihood of CBDC issuance, which would facilitate
transparency for citizens about the current state of this complex debate.

In short, the use of these tools seems to have great potential in the field of sentiment
analysis in general, although we must weigh in the risks and analyze the advantages
and limitations of its usage case by case.
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Figure 7. Histogram three techniques with different techniques: histogram of the sentiments per document
provided by the three techniques

Table 4. Correlation with expert judgment. Larger texts: correlation between labeled data and the three

NLP techniques with larger texts.

Texts of at least 500 words
ChatGPT 0.50 ***
Bert 0.38 ***
Dictionary 0.25 **

inclusion of larger texts. It is worth mentioning that GPT4 would be able to read
texts of up to 32,000 tokens. However, at the time of writing, GPT4 was not accessible
through the API.

5. Conclusion and further work

Currently, central banks issue statements and opinions on topics that are not related
to those traditionally associated with central bank communication (Hansson 2021).
Recent studies suggest that these communications are important for financial markets,
even when the topics discussed are not directly linked to monetary policy (Fortes
and Le Guenedal 2020). One of these new topics is the discussion on the need and
desirability of a new type of money: central bank digital currencies (CBDCs).

Our work investigates the sentiment of central banks’ communication about the
issuance of digital money through CBDC. For the first time in the literature we use
LLMs (BERT and ChatGPT) to compute a sentiment score of these speeches and
reports, and we compare them to traditional dictionary-based techniques and human
labels. First, we find that the sentiment towards CBDC seems to be increasing from
2017 onwards according to both LLMs and dictionary-based techniques, but the latter
are more volatile. Second, we compare the sentiment obtained by the three techniques
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Figure 8. Guo et al. (2023): histogram of the typical scores provided by humans, as shown in Guo et al.
(2023).

with the one provided by experts, and we find that ChatGPT is closer to labeled data
than BERT or Dictionary-based methods. If we select larger texts, the advantage of
ChatGPT over the other techniques increase.

Therefore, we want to point out that this study provides central banks with in-
sights on how central bank communications might be perceived by selected audiences.
However, the immense size of the available LLMs brings two new risk factors. First,
interpretability of the results is a challenge currently being under scrutiny of regula-
tors, and a field where developers are working, aiming to identify which parts of an
LLM are responsible for which of its behaviors.17 Additionally, the use of LLMs also
raises concerns about third-party dependencies and the potential electrical and envi-
ronmental cost of keeping these models online for everyone to access (Strubell et al.
2019).

Finally, we leave some indications for further research. While ChatGPT seems to
better capture the sentiment towards CBDC than other NLP alternatives, we still
need to assess the importance of prompt engineering when defining the task for Chat-
GPT, like changing its content, length, etc. In this article we have carried out several
experiments in this direction, with prompts that exclude CBDC from the input state-
ment (see Appendix section 7.3). On top of it, it could be worthwhile to extend our
robustness analysis on the use of LLM techniques to compute the sentiment on other
contexts, such as we did with crypto-assets (Section 5.3.1.). This way we could un-

17See for instance the guidelines from OpenAI.
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Figure 9. Sentiment scores towards crypto: results of the rolling window (moving average) analysis for the
three NLP techniques, applied to crypto analysis.

derstand if ChatGPT is inherently more positive than BERT, or if dictionary-based
methods are always more volatile. Also, future research could extend the analysis to
other LLM techniques, like GPT4, XLNet, LLaMA, or T5. Finally, since our analysis
provides a continuous measure of sentiment values, document by document, we could
study which are the determinants of this sentiment index, and in particular, if there
are factors that can explain why it fluctuates and why it increases. Are these sentiment
values affected by changes in the crypto market? Or by the appearance of private digi-
tal currency initiatives like Libra? These analyses could help policymakers and market
participants to better assess the likelihood of CBDC issuance, which would facilitate
transparency for citizens about the current state of this complex debate.

In short, the use of these tools seems to have great potential in the field of sentiment
analysis in general, although we must weigh in the risks and analyze the advantages
and limitations of its usage case by case.
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6. Appendix

6.1. Cross correlation between ChatGPT, BERT, and Dictionary

In this section we are going to explore how the results of ChatGPT are similar to
those of BERT and the dictionary. In Section 5.1 we showed that they all show an
upward trend in sentiment about CBDC. In Table 5 we show the cross correlation
between them. It can be seen that, as expected, BERT and ChatGPT have closer
correlation structure. The one that looks the most like the dictionary is BERT. All
these correlations are statistically significant. In Figure 10 we plot the correlation
between ChatGPT and BERT. Each dot represents a document.

Table 5. Correlation sentiment between the three techniques: cross correlation between all three NLP tech-
niques.

ChatGPT BERT Dictionary-based
ChatGPT 1 x x
BERT 0.52*** 1 x
Dictionary-based 0.29*** 0.32*** 1

Figure 10. Correlation between ChatGPT and BERT: correlation between ChatGPT and BERT. Each dot
represents a document.

It can be clearly seen that higher (lower) ChatGPT scores are related to higher
(lower) BERT scores. Even so, we can see that the main source of disagreement between
BERT and ChatGPT are several observations in which BERT catalogs the stance
as neutral, but ChatGPT captures it as positive. That was expected. After all, as
mentioned above, ChatGPT tends to be more positive than BERT when we ask about
CBDC. Who is more right in these disagreements? These disagreements are due to the
fact that ChatGPT can grasp subtler behaviors. In the next section we look at some
examples.

6.2. Examples of disagreements

In this section we show three examples. The first two are ha a clearly positive tone
towards CBDC, but only ChatGPT captures it correctly, BERT mistakenly stays
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neutral, and dictionary marks negative. In Example 1 there are clear indications that
the tone is positive towards CBDC. The author says that “the aim would be to provide
a kind of digital banknote, which would combine the security of banknotes issued by the
central bank with the ease of use and innovation of dematerialised means of payment”,
and says that they are working on it. This suggests that the tone is positive, but BERT
marks it as neutral, the dictionary-based method (polarity) marks it as negative, which
is clearly wrong. The same dynamics can be seen in Example 2.

Example 1: François Villeroy de Galhau: New Year wishes to the Paris financial
Centre (2022-01-01)

“A forward looking euro means new banknotes after 2024, with a new design, and
even more secure there are now only 17 counterfeits per million banknotes, making
the euro one of the most secure currencies in the world. It is also a digital euro. The
investigation phase for a “digital retail euro” was launched on 1 October last year,
for a period of two years. The aim would be to provide a kind of “digital banknote”,
which would combine the security of banknotes issued by the central bank with the ease
of use and innovation of dematerialised means of payment. The ECB and the Banque
de France are working on all the associated challenges, and we have already conducted
9 experiments in Paris on an “interbank” digital currency. They will be continued in
2022, focusing on improving cross border payments”.

• ChatGPT (justify your answer): 0.8 The text discusses the possibility of a digital
euro, and the overall tone is positive. The text mentions the benefits of a digital
euro, such as increased security and ease of use, and the ECB is conducting
experiments to improve the system. There is no mention of negative consequences
of a digital euro, so the sentiment score is positive

• BERT: This is the score: 0.07
• Polarity: This is the score: -0.44

Example 2: Mario Marcel: Chile’s September 2020 Monetary Policy report (2020-
10-01)

“Meanwhile, we have been closely monitoring all the developments associated with
digital payment methods. As part of this follow-up, our participation in research groups
of multilateral institutions has been active, especially on digital money issued by central
banks. The digital issuance of central bank money is gaining more space in the dis-
cussion agenda at different international organizations, and the repercussions of the
current sanitary crisis are accelerating this debate even more. Today, there are several
serious projects being explored by central banks and international organizations on the
subject. We believe that, in spite of both global and idiosyncratic contingencies, it is
opportune to deepen our understanding and exploration of this type of instruments and
related technologies”.

• ChatGPT (justify your answer): 0.7. The sentiment score towards central bank
digital currencies in this text is positive. The author is discussing the develop-
ments associated with digital payment methods and the central bank’s participa-
tion in research groups exploring digital money. The author believes that central
bank digital currencies are a serious topic worthy of exploration. This indicates
a positive sentiment towards central bank digital currencies.

• BERT: This is the score: 0.1
• Polarity: This is the score: -0.5

Example 3: Burkhard Balz (Germany): Current challenges in an uncertain world
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(2022-03-01)
“Central banks, too, are maintaining intensive worldwide collaboration. We central

bankers are facing similar challenges, be they finding the right monetary policy re-
sponses to developments in the real economy and financial sector or the introduction
of a central bank digital currency – a topic that has been greatly occupying me.”

• ChatGPT (justify your answer): 0.8. The sentiment score of this text is positive,
as the author is discussing the various challenges that central bankers are facing
and how they are working together to overcome them. The author specifically
mentions the introduction of a central bank digital currency, which is an issue
that has been occupying him, as a positive development. This shows that the
author is in favor of central bank digital currencies and has a positive sentiment
towards them.

• BERT: This is the score: 0.0
• Polarity: This is the score: 0.3

6.3. ChatGPT without asking specifically about CBDC

Finally, we tested what happens if we ask ChatGPT the sentiment for phrases contain-
ing CBDC, without mentioning anything about CBDC in the prompt. The prompt
would just be: “What is the sentiment of the next sentence?”. In this way we can bet-
ter compare with BERT, since BERT does not allow to ask the feeling about specific
concepts. In Figure Figure 11 we show the result. In green we show the original Chat-
GPT result (asking for CBDC), in orange and dotted we show the ChatGPT result
without asking for CBDC, and in purple the original result from BERT (same as in
Section 5). We can see that BERT and ChatGPT without CBDC are more similar to
each other. This result supports that the greater positive effect found by ChatGPT
when asked about CBDC is justified.

Figure 11. Sentiment. Moving average. (ChatGPT without CBDC reference): sentiment score of ChatGPT
and BERT without mentioning CBDC in the prompt.
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neutral, and dictionary marks negative. In Example 1 there are clear indications that
the tone is positive towards CBDC. The author says that “the aim would be to provide
a kind of digital banknote, which would combine the security of banknotes issued by the
central bank with the ease of use and innovation of dematerialised means of payment”,
and says that they are working on it. This suggests that the tone is positive, but BERT
marks it as neutral, the dictionary-based method (polarity) marks it as negative, which
is clearly wrong. The same dynamics can be seen in Example 2.

Example 1: François Villeroy de Galhau: New Year wishes to the Paris financial
Centre (2022-01-01)

“A forward looking euro means new banknotes after 2024, with a new design, and
even more secure there are now only 17 counterfeits per million banknotes, making
the euro one of the most secure currencies in the world. It is also a digital euro. The
investigation phase for a “digital retail euro” was launched on 1 October last year,
for a period of two years. The aim would be to provide a kind of “digital banknote”,
which would combine the security of banknotes issued by the central bank with the ease
of use and innovation of dematerialised means of payment. The ECB and the Banque
de France are working on all the associated challenges, and we have already conducted
9 experiments in Paris on an “interbank” digital currency. They will be continued in
2022, focusing on improving cross border payments”.

• ChatGPT (justify your answer): 0.8 The text discusses the possibility of a digital
euro, and the overall tone is positive. The text mentions the benefits of a digital
euro, such as increased security and ease of use, and the ECB is conducting
experiments to improve the system. There is no mention of negative consequences
of a digital euro, so the sentiment score is positive

• BERT: This is the score: 0.07
• Polarity: This is the score: -0.44

Example 2: Mario Marcel: Chile’s September 2020 Monetary Policy report (2020-
10-01)

“Meanwhile, we have been closely monitoring all the developments associated with
digital payment methods. As part of this follow-up, our participation in research groups
of multilateral institutions has been active, especially on digital money issued by central
banks. The digital issuance of central bank money is gaining more space in the dis-
cussion agenda at different international organizations, and the repercussions of the
current sanitary crisis are accelerating this debate even more. Today, there are several
serious projects being explored by central banks and international organizations on the
subject. We believe that, in spite of both global and idiosyncratic contingencies, it is
opportune to deepen our understanding and exploration of this type of instruments and
related technologies”.

• ChatGPT (justify your answer): 0.7. The sentiment score towards central bank
digital currencies in this text is positive. The author is discussing the develop-
ments associated with digital payment methods and the central bank’s participa-
tion in research groups exploring digital money. The author believes that central
bank digital currencies are a serious topic worthy of exploration. This indicates
a positive sentiment towards central bank digital currencies.

• BERT: This is the score: 0.1
• Polarity: This is the score: -0.5

Example 3: Burkhard Balz (Germany): Current challenges in an uncertain world

22



BANCO DE ESPAÑA 28 DOCUMENTO DE TRABAJO N.º 2321

(2022-03-01)
“Central banks, too, are maintaining intensive worldwide collaboration. We central

bankers are facing similar challenges, be they finding the right monetary policy re-
sponses to developments in the real economy and financial sector or the introduction
of a central bank digital currency – a topic that has been greatly occupying me.”

• ChatGPT (justify your answer): 0.8. The sentiment score of this text is positive,
as the author is discussing the various challenges that central bankers are facing
and how they are working together to overcome them. The author specifically
mentions the introduction of a central bank digital currency, which is an issue
that has been occupying him, as a positive development. This shows that the
author is in favor of central bank digital currencies and has a positive sentiment
towards them.

• BERT: This is the score: 0.0
• Polarity: This is the score: 0.3

6.3. ChatGPT without asking specifically about CBDC

Finally, we tested what happens if we ask ChatGPT the sentiment for phrases contain-
ing CBDC, without mentioning anything about CBDC in the prompt. The prompt
would just be: “What is the sentiment of the next sentence?”. In this way we can bet-
ter compare with BERT, since BERT does not allow to ask the feeling about specific
concepts. In Figure Figure 11 we show the result. In green we show the original Chat-
GPT result (asking for CBDC), in orange and dotted we show the ChatGPT result
without asking for CBDC, and in purple the original result from BERT (same as in
Section 5). We can see that BERT and ChatGPT without CBDC are more similar to
each other. This result supports that the greater positive effect found by ChatGPT
when asked about CBDC is justified.

Figure 11. Sentiment. Moving average. (ChatGPT without CBDC reference): sentiment score of ChatGPT
and BERT without mentioning CBDC in the prompt.
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