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Abstract

We review models of nominal price adjustment based on optimizing or near-optimal behavior, 

including menu cost models, generalized hazard function models and models of frictional 

decisions. We also discuss the role of real rigidities and assess the models’ success in 

explaining retail microdata and inflation dynamics.

Keywords: sticky prices, nominal rigidities, state-dependent prices, inflation, menu costs, 

control costs, rational inattention.

JEL classification: E31, E71.



Resumen

El presente trabajo resume la literatura existente relativa a los modelos de ajuste de los 

precios nominales, centrándose en los modelos de comportamiento óptimo o casi óptimo. 

El documento abarca tres clases principales de mecanismos: 1) modelos que suponen un 

coste fijo (menu cost) al ajustar el precio nominal de un producto, 2) modelos en los que 

la probabilidad de ajuste del precio es una función creciente de las ganancias asociadas 

con dicho ajuste (generalized hazard function) y 3) modelos que suponen algún tipo de 

racionalidad acotada que conlleva fricciones en la toma de decisiones. El documento 

destaca también el papel clave de las rigideces reales en el reforzamiento del impacto de 

las rigideces nominales. Para concluir, el trabajo evalúa el éxito de estos modelos a la hora 

de explicar tanto la dinámica de precios en los datos microeconómicos del sector minorista 

como la dinámica de inflación en los datos macroeconómicos.

Palabras clave: precios rígidos, rigideces nominales, ajuste de precios dependiente del 

Estado, inflación, costes de menú, costes de control, inatención racional. 

Códigos JEL: E31, E71.
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Models of price setting and inflation dynamics

By James Costain and Anton Nakov∗

We review models of nominal price adjustment based on optimizing or
near-optimal behavior, including menu cost models, generalized hazard
function models, and models of frictional decisions. We also discuss the
role of real rigidities, and assess these models’ success in explaining retail
microdata and inflation dynamics.
JEL: E31, E71
Keywords: Sticky prices, nominal rigidities, state-dependent prices, infla-
tion, menu costs, control costs, rational inattention

I. Introduction

Nominal rigidities are central to macroeconomic modelling. Models in which
prices are entirely flexible can have the property that money is neutral : an unexpected
increase in the supply of money held by the private sector simply shifts up the aggregate
price level proportionally, leaving real economic variables such as real output and em-
ployment unchanged. More generally, increased aggregate demand mostly raises prices,
if prices are relatively flexible; but otherwise, a positive demand shock will cause real
economic activity to expand, and will only gradually pass through to prices. Thus, given
econometric evidence of large real effects from monetary policy shocks, mainstream models
used for economic policy guidance are built on the assumption that nominal prices adjust
sluggishly.1 Imperfect competition is also a crucial component of these models (Blanchard
and Kiyotaki, 1991). Under perfect competition, a firm that sets a price slightly higher
than its competitors will lose all its business; hence models that assume sticky prices
necessarily also assume that firms have some degree of market power.
Three ad hoc assumptions about nominal price rigidity are common. Taylor

(1979), motivated by seasonal labor contract renegotiations, assumed that nominal wages
(or prices) are updated intermittently, at regular intervals of T periods, remaining constant
between the times of adjustment. Calvo (1983) instead assumed stochastically staggered
updating, with a constant probability λ of nominal adjustment per period, implying that
the nominal price (or wage) remains fixed for T ≡ 1/λ periods on average. Calvo’s
framework typically simplifies model solution since – in contrast to Taylor’s setup – it does
not imply that a firm’s behavior varies systematically with the time since it last adjusted.
Rotemberg (1982) assumed that nominal adjustment is constrained by a cost function that
is quadratic in the nominal price change (or wage change). Rotemberg’s setup implies that
prices and wages adjust continuously over time, which makes model solution even easier
than the Calvo case, but makes it less obvious how to interpret and calibrate the model on
the basis of microeconomic data, where intervals of nominal stickiness are widely observed.
This chapter reviews models of nominal price rigidity based on optimizing

or near-optimal behavior. The mechanisms we review are often labelled as state-
dependent pricing (SDP), since optimizing behavior implies that the probability of a price
change should vary with aggregate and idiosyncratic shocks, in contrast with the time-

∗ Costain: Bank of Spain, james.costain@bde.es. Nakov: European Central Bank, anton.nakov@ecb.int. This
chapter is under preparation for the Research Handbook of Inflation, edited by Guido Ascari (U. Pavia) and Riccardo
Trezzi (U. Geneva) for Edward Elgar Publishing.

1For textbook expositions, see Woodford (2004) and Gaĺı (2015).
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dependent adjustments assumed by Taylor (1979) and Calvo (1983). We focus on retail
price dynamics, only briefly mentioning other contexts where nominal rigidity matters,
such as intermediate goods pricing and wage determination. We group the proposed
microfoundations of price rigidity into four major streams. First, we consider models
with a fixed cost for adjusting the nominal price, often called a menu cost. Second, we
study models where the probability of adjusting the nominal price is a smoothly increasing
function of the value gained by adjusting; several different economic mechanisms may give
rise to a generalized hazard function of this type. Third, we consider models in which
making accurate decisions is costly, either because the required information inputs are
costly, or because the decision process itself is costly. Fourth, we analyze several sources
of real rigidities that reinforce the impact of the nominal rigidities considered earlier.

Our goal in building microfounded models of sticky prices is to better un-
derstand the dynamics of inflation and its relationship with real activity at
the macro level. This survey reviews models of firms’ pricing behavior, and their fit to
retail microdata. But the main purpose of research in this area is to better understand
macroeconomic dynamics, including the causes of macroeconomic fluctuations and the
optimal role of monetary policy. Crucial time series findings that clearly bear on mon-
etary policy include monetary non-neutrality, the fact that looser monetary conditions
appear to stimulate real activity temporarily (e.g. Christiano et al. (2005) and Smets
and Wouters (2003)), and the Phillips curve, that is, the short-run positive correlation
between price and/or wage inflation and indicators of real activity, such as output and
employment (see Chapter 8 of this Handbook). There is also evidence of inflation per-
sistence: lagged inflation appears to predict future inflation (Fuhrer and Moore, 1995;
Fuhrer, 2010; Gaĺı et al., 2001), though this correlation appears weaker since the 1980s;
and there is an inflation-volatility correlation: higher inflation is more volatile (Friedman,
1977; Kiley, 2007). Section VI briefly assesses what conclusions we can draw about these
macroeconomic issues on the basis of the microfoundations we survey.

Earlier surveys. Previous literature reviews on price adjustment include Maćkowiak
and Smets (2008), Klenow and Malin (2010), and Nakamura and Steinsson (2013). Since
then, the literature has progressed in several ways. A surge of new data has shed light on
the microeconomics of price setting. Numerical solution methods for heterogeneous-agent
macro models have gone mainstream, but there have also been advances in analytical solu-
tions for models with sticky prices. And while the menu cost approach remains influential,
the incorporation of better models of decision-making and better models of competition
into quantitative macro models has offered a deeper understanding of the economic mech-
anisms underpinning the sluggishness of prices.

A. Implications of staggered adjustment

Intermittent price changes induce inefficient price dispersion. The intermittent
adjustments that motivate the Taylor (1979) and Calvo (1983) models, as well as most
state-dependent models, have several implications that are common across frameworks.
First, they cause price dispersion: if the prices of two identical items have been set at
different times, and hence on the basis of different information, their prices are likely
to differ. Inefficient dispersion in relative prices across items or goods – that is, price
dispersion beyond that justified by differences in marginal costs – will then be reflected in
an inefficient allocation of purchases. If inefficient dispersion due to staggered adjustment
rises with inflation, this misallocation may be an important part of the social welfare
loss due to inflation (see e.g., Benigno and Woodford (2003), Nakamura et al. (2018), and
Blanco (2021)). On the other hand, if firms must pay higher costs to adjust nominal prices
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in response to higher inflation – as in Rotemberg (1982) and in most of the state-dependent
models we discuss below – then the social welfare loss due to inflation will include those
adjustment costs too.2

Staggering of individual price changes delays the adjustment of the aggre-
gate price level, if firms’ prices are strategic complements. Under monopolistic
competition, each producer sets its price relative to the aggregate price level. If marginal
costs are not too strongly increasing with output, then individual firms’ price choices are
likely to be strategic complements : each firm has an incentive to raise the price of its own
products if other firms raise their prices (Bulow et al., 1985; Cooper and John, 1988).3 In
this case, staggering slows down the aggregate nominal response to an increase in aggre-
gate demand. Knowing that other firms’ price changes will be delayed, any firm i that
adjusts at time t raises its price by less than it would if it expected other firms to raise their
prices at the same time. Moreover, firm i knows that other firms face the same incentive to
attenuate their price increases, which further reduces firm i’s desired adjustment. Overall,
the aggregate price level responds more slowly, making the real effects of monetary shocks
and other demand shocks more persistent.4

Staggered nominal adjustment may cause or prolong inflationary spirals.
Lorenzoni and Werning (2023b) argue that when the current level of the real wage lies
above firms’ labor demand curve, but below workers’ labor supply curve, their staggered
updates of wages and prices will both tend to be in the upward direction.5 Under these
circumstances, firms’ price rises will increase workers’ desired wage increases, and vice
versa, producing a wage-price spiral (see also Blanchard (1986)). Likewise, sellers of com-
peting products may have conflicting preferences regarding their relative prices. Lorenzoni
and Werning (2023a), building on earlier work by Rowthorn (1977), show how inflationary
trends may be driven by each firm’s incentive to raise its nominal price in response to the
nominal price increases of its suppliers and competitors.

II. Menu costs

Early studies argued that small menu costs (MC) could have nontrivial effects
on the dynamics of the real macroeconomy. If a firm with a smoothly differentiable
profit function must pay a fixed cost κ to adjust its price, then there will be an inaction
region around its optimal price p∗ (Barro, 1972; Sheshinski and Weiss, 1977). Concretely,
there will be lower and upper threshold prices s and S, where s ≤ p∗ ≤ S, such that
the firm leaves its current price p unchanged if s < p < S, because the gains from
adjusting would be less than the cost κ. When the firm’s current price p is below s or
above S, it will instead be worthwhile to update its price, setting it equal to p∗. By the
envelope theorem, under such an (S, s) threshold strategy, tiny menu costs may sustain a
disproportionately large inaction region (Mankiw, 1985; Akerlof and Yellen, 1985a). The
macroeconomic impact of menu costs – how much they delay nominal adjustment, and
how much monetary shocks affect real output and employment – will be proportional to

2A thorough comparison of the Taylor, Calvo, and Rotemberg models is beyond this paper’s scope. See Ascari
(2004), Lombardo and Vestin (2007), and Ascari et al. (2011) for discussion.

3Woodford (2004), Chap. 3.1.3-3.1.4, discusses the determinants of strategic complementarity across firms’ price
setting decisions.

4Olivei and Tenreyro (2007) take advantage of the seasonality of wage adjustment to provide evidence on the role
of staggering. They find that monetary shocks affect prices more quickly, and have smaller effects on real variables,
in seasons when more wage adjustments occur.

5For example, this configuration would arise if, starting from a situation of labor market equilibrium, an adverse
supply shock were to shift the labor demand curve down and left, or a positive wealth shock were to shift the labor
supply curve up and left.
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supply shock were to shift the labor demand curve down and left, or a positive wealth shock were to shift the labor
supply curve up and left.
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the width of the inaction region, S − s, potentially large even if menu costs are tiny.6

Nonetheless, some theoretical examples and quantitative simulations showed
that money may be approximately neutral in a menu cost model. Assuming a
constant inflationary trend π, and abstracting from any other shocks, the target price p∗

and the adjustment thresholds s and S all shift upwards by π each period.7 A firm with
price p ∈ [s, s + π) at time t will fall below the lower threshold s by time t + 1, and will
therefore adjust its price. Under the assumption that the initial distribution of prices
p across products is uniform, Caplin and Spulber (1987) point out that an inflationary
shock πt ̸= π in this environment simply changes the fraction of products that fall below
the lower threshold s by the same proportion, from π

S−s to πt
S−s .

8 Hence monetary shocks
in their environment are neutral, causing an immediate, proportional jump in the price
level, with no effect whatsoever on real variables. While Caplin and Spulber’s example is
quite special, Golosov and Lucas Jr (2007) numerically solved a menu cost model with a
distribution of idiosyncratic productivity shocks and a menu cost κ jointly calibrated to
match the average frequency and the average size of price changes observed in US retail
data. They then simulated the impact of money growth shocks. While money was not
exactly neutral, they found that a surprise increase in the money supply had an extremely
transitory impact, implying a small cumulative impulse response (CIR) for real variables;
the variations in inflation and real variables died out almost entirely within one month,
leaving only a shift in the aggregate nominal price level.9 This finding called into question
whether microfounded models of price adjustment are consistent, in practice, with large
and persistent real effects of monetary shocks.10

A key reason why prices react more (and real quantities less) in menu cost
models is the selection effect : prices requiring a large increase are more likely
to respond to an inflationary shock than prices requiring a small or negative
change. In Caplin and Spulber (1987), all the additional price changes that occur in
response to a surprise increase in inflation are increases affecting products that have hit the
lower threshold s. These increases (equal to p∗−s) are larger than the desired increase for
any product that does not respond to the shock. In Golosov and Lucas Jr (2007), a surprise
increase in inflation raises the number of large price increases (by pushing some prices down
past the lower threshold s) and reduces the number of large price decreases (by keeping
some prices below the upper threshold S). In contrast, the Calvo (1983) model implies
no change in the adjustment probability after an inflationary shock, and those prices that
do adjust are a random sample, so they are no more likely to require a large increase
than those that fail to adjust. Hence the aggregate response of prices to an inflationary
shock is stronger in an MC model than it is in a Calvo model with the same initial
adjustment probability, both because of the extensive margin – the increased fraction of
prices adjusting – and because of the selection effect – the systematic correlation between

6In other words, the observed macroeconomic effects can be “first order” (proportional to S − s) in response to
menu costs that are only “second order” (proportional to (S − s)2), or even smaller. The precise relation between
the size of the menu costs and the width of the inaction region depends on model details. For example, in Sheshinski
and Weiss (1977), the width of the inaction region is proportional to the cube root of the menu cost.

7All quantities mentioned here are in log terms. Note that the target price p∗ and the thresholds s and S should
all be understood as firm- and product-specific functions that depend on costs and demand and other shocks. Hence
the current fixed nominal price p will typically “drift” over time relative to p∗, s, and S.

8This result depends on some technical assumptions which ensure that the price distribution remains uniform
in the aftermath of the shock.

9The real impact of a monetary expansion is often summarized by the CIR (the integral under the impulse
response function) of a real variable such as output or employment. This is more informative than reporting the
size of the response on impact, since the CIR also takes persistence into account.

10Another paper that questioned whether price stickiness could generate persistent real effects was Chari et al.
(2000). Woodford (2004), Chap. 3.1.4, attributes their findings to a calibration derived from the real business cycle
literature that was not well suited to a sticky-price model.
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the adjustment probability and the size of the desired change.

A. Menu costs meet microdata: Evidence from advanced economies

As retail scanner data became available and computational methods for
heterogeneous-agent models improved, a wave of new quantitative research
sought to match microeconomic evidence and evaluate the real effects of mon-
etary policy. Following the pathbreaking work of Bils and Klenow (2004) and Golosov
and Lucas Jr (2007), the literature further explored large new micro datasets and devel-
oped quantitative macro models with state-dependent prices to explain the microeconomic
patterns and to draw macroeconomic conclusions. Datasets from advanced economies –
particularly data retrieved from scanners in retail stores, and data used to construct con-
sumer price indices – shed light on price setting behavior at low, positive inflation rates;
see especially Klenow and Kryvtsov (2008), Nakamura and Steinsson (2008), Eichenbaum
et al. (2011), Campbell and Eden (2014), and Nakamura et al. (2018); and Cavallo (2017,
2018) for the case of online prices. Data from a broader set of countries provided evidence
on price setting at very low or high inflation rates, including deflationary and hyperinfla-
tionary conditions, as we discuss in the next subsection.
For most products, price adjustments are typically large, with both positive

and negative changes, though some very small changes occur too.11 Even a
brief glance at retail price data from advanced economies reveals that price changes are
far too large to be explained primarily by the need to keep up with trend inflation. Both
large increases and large decreases are observed. Changes in relative prices are largely
transitory (Bils and Klenow, 2004), though a product’s relative price also tends to trend
downwards with the time since it was introduced (Bils, 2009). These observations clearly
suggest that price changes are driven in part by transitory idiosyncratic factors that are
specific to individual products and/or firms; hence Golosov and Lucas Jr (2007) assumed
Gaussian autoregressive idiosyncratic productivity shocks at the product level. However,
the distribution of price changes is not Gaussian– some tiny price movements coexist with
a fat-tailed distribution of large positive and negative changes, motivating Midrigan (2011)
to suppose a fat-tailed distribution of idiosyncratic shocks. These patterns contrast with
the distribution of price changes predicted by simple MC models, which imply a sharply
bimodal histogram of adjustments for a given product, with one spike of price increases
corresponding to prices that were reset after drifting down to the lower threshold s, and
a second spike of decreases from prices that were reset after drifting up to the upper
threshold S, with no smaller price changes in between.12

The great variability in the size of price adjustments is not driven primarily
by price discounts (“sales”). Frequent price discounts are a prominent feature of retail
price dynamics in many countries, including the U.S. Distinguishing sales from other price
adjustments can be a challenge for empirical researchers. One possibility is to rely on
“sales flag” variables that are available in some datasets, such as CPI data. Another
method is to apply “sales filters”, for example, by removing brief “V”-shaped deviations
from (and back to) a previous price. Filtering approaches are used by Bils and Klenow
(2004), Klenow and Kryvtsov (2008), and Kehoe and Midrigan (2015). Nakamura and
Steinsson (2008) show that estimates of price change frequencies under the sales filtering
and sales flag approaches are broadly similar. A third approach is to distinguish between

11See especially Bils and Klenow (2004); Klenow and Kryvtsov (2008); Nakamura and Steinsson (2008), Facts
2 and 3; and Klenow and Malin (2010), Sec. 4. Relatedly, there is a great deal of price dispersion in levels across
similar products, see for example Nakamura et al. (2018).

12However, Eichenbaum et al. (2014) argue that a many apparent instances of small changes are actually at-
tributable to measurement error, and Cavallo (2018) finds that small changes are less common for online prices.
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“weekly” and “reference” prices, where the reference price is defined as the most common
price within a given quarter (Eichenbaum et al., 2011). Regardless of the method, the
“regular” (non-sale) component of prices continues to display large changes, of both signs,
after removing sales.13

The incidence of retail sales is moderately countercyclical, and somewhat
enhances aggregate price flexibility. Eichenbaum et al. (2011), Kehoe and Midrigan
(2015), and Alvarez and Lippi (2020) studied models with multiple menu costs: a high cost
for each “regular” price change, and a lower cost for “temporary” price changes. While
this multiple MC structure helps explain microdata on retail sales, they found that the
stickiness of regular prices is the main determinant of aggregate inflation dynamics and the
degree of non-neutrality. Guimaraes and Sheedy (2011) built a model of stochastic price
discrimination across heterogeneous consumers (see Sec. V.C below) and concluded that
retailers’ choices about the timing of sales are strategic substitutes : each firm prefers to
offer price discounts when its competitors are not offering them. Therefore, they conclude
that the incidence of sales should not respond to macro shocks and fluctuations, making
sales largely irrelevant for non-neutrality. Coibion et al. (2015) and Anderson et al. (2017)
looked at sales over time in microdata on groceries, finding little effect of macroeconomic
conditions on the frequency of sales, especially after controlling for geographic and category
fixed effects. On the other hand, these authors show that consumers shift towards less
expensive goods in aggregate downturns (see also Nord (2023)). In contrast, using CPI
data with wider coverage across products and retailers, Kryvtsov and Vincent (2021)
find that sales incidence is clearly countercyclical (roughly doubling during the Great
Recession). They find that accounting for sales reduces the real impact of a monetary
shock by roughly one third. Similarly, Sheremirov (2020) finds that sales reduce monetary
non-neutrality by 20% to 25%.

The probability of a price change increases with the distance from the es-
timated target price. Empirically, the adjustment probability (the adjustment hazard
function) increases smoothly as a function of the distance of the price from mean price
of closely competing products. Estimates typically find that the hazard is strictly posi-
tive at its minimum, with some evidence of a “V”-shaped kink at zero, and some signs
of asymmetry, with a more sharply increasing hazard for excessively low prices than for
excessively high ones (Campbell and Eden, 2014; Eichenbaum et al., 2011; Karadi et al.,
2021).14 While this demonstrates state-dependence, at the aggregate level the selection
effect appears weak: inflationary shocks do not cause a substantial increase in the proba-
bility that relatively low prices are adjusted upwards (Karadi et al., 2021; Carvalho and
Kryvtsov, 2022). In addition, hazard functions for any given product are largely flat as
a function of price age.15 In contrast, simple MC models predict that the hazard should
be zero immediately after an adjustment, and that it should increase with the age of the
price, since the price may drift across the (S, s) bands over time.

Wage adjustments are notably synchronized and seasonal in some countries
and industries, but there is little evidence of time dependence in retail price
adjustments. There is some evidence of time-dependent behavior in wages and in ser-
vices prices. For these items the Taylor (1979) model may apply (Olivei and Tenreyro,
2007). In general, nominal adjustment frequencies are extremely heterogeneous across sec-

13Nakamura and Steinsson (2008), Table VIII; Eichenbaum et al. (2011), Table 2.
14See also Caballero and Engel (1993a) and Willis (2000). In contrast, Sara-Zaror (2022) finds that the adjustment

probability is shaped like the Greek letter “Υ”, decreasing sharply near the target price.
15See Nakamura and Steinsson (2008), Fact 5; Klenow and Malin (2010), Fact 9, and Luo and Villar (2021a). In

contrast, the inferred hazard slopes down with the age of the price when averaging across products with heterogeneous
adjustment hazards, since fast adjusters quickly drop out of the sample, leaving behind a sample of products with
lower hazards.
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Steinsson (2008) show that estimates of price change frequencies under the sales filtering
and sales flag approaches are broadly similar. A third approach is to distinguish between

11See especially Bils and Klenow (2004); Klenow and Kryvtsov (2008); Nakamura and Steinsson (2008), Facts
2 and 3; and Klenow and Malin (2010), Sec. 4. Relatedly, there is a great deal of price dispersion in levels across
similar products, see for example Nakamura et al. (2018).

12However, Eichenbaum et al. (2014) argue that a many apparent instances of small changes are actually at-
tributable to measurement error, and Cavallo (2018) finds that small changes are less common for online prices.
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“weekly” and “reference” prices, where the reference price is defined as the most common
price within a given quarter (Eichenbaum et al., 2011). Regardless of the method, the
“regular” (non-sale) component of prices continues to display large changes, of both signs,
after removing sales.13

The incidence of retail sales is moderately countercyclical, and somewhat
enhances aggregate price flexibility. Eichenbaum et al. (2011), Kehoe and Midrigan
(2015), and Alvarez and Lippi (2020) studied models with multiple menu costs: a high cost
for each “regular” price change, and a lower cost for “temporary” price changes. While
this multiple MC structure helps explain microdata on retail sales, they found that the
stickiness of regular prices is the main determinant of aggregate inflation dynamics and the
degree of non-neutrality. Guimaraes and Sheedy (2011) built a model of stochastic price
discrimination across heterogeneous consumers (see Sec. V.C below) and concluded that
retailers’ choices about the timing of sales are strategic substitutes : each firm prefers to
offer price discounts when its competitors are not offering them. Therefore, they conclude
that the incidence of sales should not respond to macro shocks and fluctuations, making
sales largely irrelevant for non-neutrality. Coibion et al. (2015) and Anderson et al. (2017)
looked at sales over time in microdata on groceries, finding little effect of macroeconomic
conditions on the frequency of sales, especially after controlling for geographic and category
fixed effects. On the other hand, these authors show that consumers shift towards less
expensive goods in aggregate downturns (see also Nord (2023)). In contrast, using CPI
data with wider coverage across products and retailers, Kryvtsov and Vincent (2021)
find that sales incidence is clearly countercyclical (roughly doubling during the Great
Recession). They find that accounting for sales reduces the real impact of a monetary
shock by roughly one third. Similarly, Sheremirov (2020) finds that sales reduce monetary
non-neutrality by 20% to 25%.

The probability of a price change increases with the distance from the es-
timated target price. Empirically, the adjustment probability (the adjustment hazard
function) increases smoothly as a function of the distance of the price from mean price
of closely competing products. Estimates typically find that the hazard is strictly posi-
tive at its minimum, with some evidence of a “V”-shaped kink at zero, and some signs
of asymmetry, with a more sharply increasing hazard for excessively low prices than for
excessively high ones (Campbell and Eden, 2014; Eichenbaum et al., 2011; Karadi et al.,
2021).14 While this demonstrates state-dependence, at the aggregate level the selection
effect appears weak: inflationary shocks do not cause a substantial increase in the proba-
bility that relatively low prices are adjusted upwards (Karadi et al., 2021; Carvalho and
Kryvtsov, 2022). In addition, hazard functions for any given product are largely flat as
a function of price age.15 In contrast, simple MC models predict that the hazard should
be zero immediately after an adjustment, and that it should increase with the age of the
price, since the price may drift across the (S, s) bands over time.

Wage adjustments are notably synchronized and seasonal in some countries
and industries, but there is little evidence of time dependence in retail price
adjustments. There is some evidence of time-dependent behavior in wages and in ser-
vices prices. For these items the Taylor (1979) model may apply (Olivei and Tenreyro,
2007). In general, nominal adjustment frequencies are extremely heterogeneous across sec-

13Nakamura and Steinsson (2008), Table VIII; Eichenbaum et al. (2011), Table 2.
14See also Caballero and Engel (1993a) and Willis (2000). In contrast, Sara-Zaror (2022) finds that the adjustment

probability is shaped like the Greek letter “Υ”, decreasing sharply near the target price.
15See Nakamura and Steinsson (2008), Fact 5; Klenow and Malin (2010), Fact 9, and Luo and Villar (2021a). In

contrast, the inferred hazard slopes down with the age of the price when averaging across products with heterogeneous
adjustment hazards, since fast adjusters quickly drop out of the sample, leaving behind a sample of products with
lower hazards.
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tors. Models show that the more sluggish sectors are particularly important for aggregate
price stickiness, since flexible sectors may wait for adjustment by the sluggish sectors (Car-
valho, 2006; Afrouzi and Bhattarai, 2023). Hence total stickiness is better summarized
by the median adjustment frequency, or the mean duration, than by the mean frequency
(Nakamura and Steinsson, 2010).
Higher-order moments of the price change distribution are also informa-

tive about non-neutrality. Vavra (2013) highlights two facts about price changes over
the business cycle: the cross-sectional standard deviation of price changes is (i) counter-
cyclical and (ii) positively correlated with the frequency of adjustment. He argues that
this could driven by countercyclical volatility of firm-specific shocks, which would boost
the inflationary effects of monetary stimulus during recessions. Luo and Villar (2021b)
argue that higher moments help diagnose monetary non-neutrality. They find that an
inflationary shock reduces the dispersion, but not the skewness, of price changes. Stan-
dard MC models predict that skewness and dispersion both fall after an inflationary shock
(while in the Calvo model both rise). The authors reconcile these observations with a
stochastic menu cost model that has a strong Calvo component, which implies greater
monetary non-neutrality than a standard MC model. Finally, Midrigan (2011) and Al-
varez et al. (2016a) show that price change distributions appear highly leptokurtic (having
higher kurtosis than a normal distribution, meaning excess weight on very small and very
large changes), and likewise argue that this enhances non-neutrality.

B. Menu costs meet microdata: International evidence

While computational methods advanced, other authors have derived insights
into the macroeconomics of menu costs analytically. Menu cost models have been
especially successful in predicting how the size and frequency of price adjustments vary
with the rate of trend inflation. International evidence is particularly relevant here, since
it allows us to consider a wider range of inflation rates.16 Alvarez et al. (2019) derive some
fundamental properties of menu cost models and contrast them with data from Argentina,
over a sample period with very high and very low inflation rates.
Price adjustment behavior is symmetric around zero inflation, and the wel-

fare losses from inflation are approximately a quadratic function of the inflation
rate. Abstracting from a productivity trend, Alvarez et al. (2019) show that the frequency
and size of adjustments should behave symmetrically around a zero inflation rate, and they
verify that adjustment patterns are indeed approximately symmetric across comparable
rates of inflation and deflation in Argentinian data. Symmetric behavior depends only on
the assumption of a symmetric profit function, so given this assumption it also applies
to the more general models of adjustment considered below.17 Symmetry also implies
that the marginal effect of inflation on the adjustment frequency is zero at zero inflation.
Therefore, near zero inflation, changes in inflation are attributable primarily to changes
in the relative frequency of price increases and price decreases, as Klenow and Kryvtsov
(2008) and Nakamura and Steinsson (2008) observed in US data. Moreover, symmetry
around zero implies that the welfare costs of inflation (both adjustment costs and price
distortions) are minimized at zero inflation.18

16Early studies of price setting behavior under high inflation include Lach and Tsiddon (1992) and Gagnon (2009).
17However, symmetry of the profit function is not a generic property. For example, the constant elasticity of

substitution (CES) model of monopolistic competition features an asymmetric profit function.
18Given a symmetric profit function, these results follow from the fact that price changes are mostly driven by

idiosyncratic shocks when inflation is low. In the case of a simple menu cost model, the first-order effect of a small
shock to inflation is just a change in the proportion of prices hitting the upper and lower thresholds S and s. Any
changes in the adjustment frequency and in the average absolute size of adjustment are second-order effects.
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As inflation approaches extremely high rates, the frequency and size of ad-
justments increases, with elasticities of roughly 2/3 and 1/3, respectively. In-
flation equals the average adjustment frequency, λ̄, times the average log price change x̄.
The model-independent identity π = λ̄x̄ implies that the elasticities of the frequency and
the size of adjustments, with respect to inflation, must sum to one.19 In a simple MC
model, these elasticities approach limiting values of 2/3 and 1/3 as inflation increases.20

The standard deviation of prices will also increase asymptotically with the elasticity 1/3,
like the size of price changes. Alvarez et al. (2019) find values close to these predictions in
Argentinian data; regressing the adjustment probability on the inflation rate, they obtain
a coefficient of 0.58.

III. Smooth state dependence

Micro facts that seem inconsistent with the basic MC model motivate a more
general class of state-dependent models, in which the adjustment probability
rises smoothly with the value of adjusting. First, when the adjustment hazard is
estimated as a function of the distance from the target price, it is found to be strictly
positive and smoothly increasing (Eichenbaum et al., 2011; Campbell and Eden, 2014).
This contrasts with the sharp rise in the adjustment probability, from zero to one, that
should be observed near the (S, s) bands of a simple MC model. Moreover, direct attempts
to measure the selection effect have failed to find it (Karadi et al., 2021). Furthermore,
when the adjustment hazard is estimated at the product level as a function of the time since
last adjustment, it is largely flat; simple MC models instead imply that the probability of
a reset should increase with the age of the price (Klenow and Kryvtsov, 2008; Nakamura
and Steinsson, 2008). Finally, the coexistence of very small and very large price changes,
after controlling for sales and conditioning on a specific product, again contradicts the
predictions of a simple MC model. These findings all seem to favor a smoother form of
state dependence, instead of sharp (S, s) thresholds.
As a general principle, one would expect that firms are more likely to adjust

their prices when the value of adjustment is larger. Some papers have studied
models that impose this property directly, without taking a stand on why it holds. Ca-
ballero and Engel (1992, 1993b, 2007) analyzed models in which a firm’s probability of
price adjustment is linearly increasing in the gap between its current price and its desired
target price, based on the assumption that the value of adjustment is a quadratic function
of this gap. They called this tractable form of adjustment behavior a generalized hazard
function (GHF). Costain and Nakov (2011b,a) solved calibrated macro models with non-
linear GHF behavior numerically. Allowing for idiosyncratic shocks at the firm level, they
found that the models could match microeconomic evidence on the adjustment hazard and
the distribution of price changes. Due to the smoothness of the adjustment hazard, these
models generated a much weaker selection effect than the Golosov and Lucas Jr (2007)
menu cost model, and therefore implied much greater non-neutrality.
Several different economic mechanisms can generate smooth state depen-

19To a first-order approximation, the identity can be expanded as 1 =
dx̄/x̄
dπ/π

+
dλ̄/λ̄
dπ/π

.
20Consider a firm subject to menu costs κ that faces a constant inflation trend π, and no other shocks, as in

Sheshinski and Weiss (1977). If the loss due to log deviations x from the flexible optimal price can be approximated
by a quadratic function Lx2, then the thresholds s and S will be symmetric around the flexible price. The size of
adjustments will be b = S − s, with frequency λ = π/b, and the average loss due to deviations from the flexible

price will be b−1
∫ b/2
−b/2

Lx2dx = Lb2/12. Hence the firm minimizes losses over time by minimizing Lπ2/12λ2 + κλ,

implying that the optimal adjustments are b = 3
√

6κπ/L with frequency λ = 3
√

Lπ2/6κ, implying elasticities 1/3
and 2/3, respectively. The same calculation applies to a model with idiosyncratic shocks, if inflation is sufficiently
high to outweigh idiosyncratic factors.
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tors. Models show that the more sluggish sectors are particularly important for aggregate
price stickiness, since flexible sectors may wait for adjustment by the sluggish sectors (Car-
valho, 2006; Afrouzi and Bhattarai, 2023). Hence total stickiness is better summarized
by the median adjustment frequency, or the mean duration, than by the mean frequency
(Nakamura and Steinsson, 2010).
Higher-order moments of the price change distribution are also informa-

tive about non-neutrality. Vavra (2013) highlights two facts about price changes over
the business cycle: the cross-sectional standard deviation of price changes is (i) counter-
cyclical and (ii) positively correlated with the frequency of adjustment. He argues that
this could driven by countercyclical volatility of firm-specific shocks, which would boost
the inflationary effects of monetary stimulus during recessions. Luo and Villar (2021b)
argue that higher moments help diagnose monetary non-neutrality. They find that an
inflationary shock reduces the dispersion, but not the skewness, of price changes. Stan-
dard MC models predict that skewness and dispersion both fall after an inflationary shock
(while in the Calvo model both rise). The authors reconcile these observations with a
stochastic menu cost model that has a strong Calvo component, which implies greater
monetary non-neutrality than a standard MC model. Finally, Midrigan (2011) and Al-
varez et al. (2016a) show that price change distributions appear highly leptokurtic (having
higher kurtosis than a normal distribution, meaning excess weight on very small and very
large changes), and likewise argue that this enhances non-neutrality.

B. Menu costs meet microdata: International evidence

While computational methods advanced, other authors have derived insights
into the macroeconomics of menu costs analytically. Menu cost models have been
especially successful in predicting how the size and frequency of price adjustments vary
with the rate of trend inflation. International evidence is particularly relevant here, since
it allows us to consider a wider range of inflation rates.16 Alvarez et al. (2019) derive some
fundamental properties of menu cost models and contrast them with data from Argentina,
over a sample period with very high and very low inflation rates.
Price adjustment behavior is symmetric around zero inflation, and the wel-

fare losses from inflation are approximately a quadratic function of the inflation
rate. Abstracting from a productivity trend, Alvarez et al. (2019) show that the frequency
and size of adjustments should behave symmetrically around a zero inflation rate, and they
verify that adjustment patterns are indeed approximately symmetric across comparable
rates of inflation and deflation in Argentinian data. Symmetric behavior depends only on
the assumption of a symmetric profit function, so given this assumption it also applies
to the more general models of adjustment considered below.17 Symmetry also implies
that the marginal effect of inflation on the adjustment frequency is zero at zero inflation.
Therefore, near zero inflation, changes in inflation are attributable primarily to changes
in the relative frequency of price increases and price decreases, as Klenow and Kryvtsov
(2008) and Nakamura and Steinsson (2008) observed in US data. Moreover, symmetry
around zero implies that the welfare costs of inflation (both adjustment costs and price
distortions) are minimized at zero inflation.18

16Early studies of price setting behavior under high inflation include Lach and Tsiddon (1992) and Gagnon (2009).
17However, symmetry of the profit function is not a generic property. For example, the constant elasticity of

substitution (CES) model of monopolistic competition features an asymmetric profit function.
18Given a symmetric profit function, these results follow from the fact that price changes are mostly driven by

idiosyncratic shocks when inflation is low. In the case of a simple menu cost model, the first-order effect of a small
shock to inflation is just a change in the proportion of prices hitting the upper and lower thresholds S and s. Any
changes in the adjustment frequency and in the average absolute size of adjustment are second-order effects.
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justments increases, with elasticities of roughly 2/3 and 1/3, respectively. In-
flation equals the average adjustment frequency, λ̄, times the average log price change x̄.
The model-independent identity π = λ̄x̄ implies that the elasticities of the frequency and
the size of adjustments, with respect to inflation, must sum to one.19 In a simple MC
model, these elasticities approach limiting values of 2/3 and 1/3 as inflation increases.20

The standard deviation of prices will also increase asymptotically with the elasticity 1/3,
like the size of price changes. Alvarez et al. (2019) find values close to these predictions in
Argentinian data; regressing the adjustment probability on the inflation rate, they obtain
a coefficient of 0.58.

III. Smooth state dependence

Micro facts that seem inconsistent with the basic MC model motivate a more
general class of state-dependent models, in which the adjustment probability
rises smoothly with the value of adjusting. First, when the adjustment hazard is
estimated as a function of the distance from the target price, it is found to be strictly
positive and smoothly increasing (Eichenbaum et al., 2011; Campbell and Eden, 2014).
This contrasts with the sharp rise in the adjustment probability, from zero to one, that
should be observed near the (S, s) bands of a simple MC model. Moreover, direct attempts
to measure the selection effect have failed to find it (Karadi et al., 2021). Furthermore,
when the adjustment hazard is estimated at the product level as a function of the time since
last adjustment, it is largely flat; simple MC models instead imply that the probability of
a reset should increase with the age of the price (Klenow and Kryvtsov, 2008; Nakamura
and Steinsson, 2008). Finally, the coexistence of very small and very large price changes,
after controlling for sales and conditioning on a specific product, again contradicts the
predictions of a simple MC model. These findings all seem to favor a smoother form of
state dependence, instead of sharp (S, s) thresholds.
As a general principle, one would expect that firms are more likely to adjust

their prices when the value of adjustment is larger. Some papers have studied
models that impose this property directly, without taking a stand on why it holds. Ca-
ballero and Engel (1992, 1993b, 2007) analyzed models in which a firm’s probability of
price adjustment is linearly increasing in the gap between its current price and its desired
target price, based on the assumption that the value of adjustment is a quadratic function
of this gap. They called this tractable form of adjustment behavior a generalized hazard
function (GHF). Costain and Nakov (2011b,a) solved calibrated macro models with non-
linear GHF behavior numerically. Allowing for idiosyncratic shocks at the firm level, they
found that the models could match microeconomic evidence on the adjustment hazard and
the distribution of price changes. Due to the smoothness of the adjustment hazard, these
models generated a much weaker selection effect than the Golosov and Lucas Jr (2007)
menu cost model, and therefore implied much greater non-neutrality.
Several different economic mechanisms can generate smooth state depen-

19To a first-order approximation, the identity can be expanded as 1 =
dx̄/x̄
dπ/π

+
dλ̄/λ̄
dπ/π

.
20Consider a firm subject to menu costs κ that faces a constant inflation trend π, and no other shocks, as in

Sheshinski and Weiss (1977). If the loss due to log deviations x from the flexible optimal price can be approximated
by a quadratic function Lx2, then the thresholds s and S will be symmetric around the flexible price. The size of
adjustments will be b = S − s, with frequency λ = π/b, and the average loss due to deviations from the flexible

price will be b−1
∫ b/2
−b/2

Lx2dx = Lb2/12. Hence the firm minimizes losses over time by minimizing Lπ2/12λ2 + κλ,

implying that the optimal adjustments are b = 3
√

6κπ/L with frequency λ = 3
√

Lπ2/6κ, implying elasticities 1/3
and 2/3, respectively. The same calculation applies to a model with idiosyncratic shocks, if inflation is sufficiently
high to outweigh idiosyncratic factors.
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Figure 1. Effects of a positive money growth shock. MC model (top), GHF model (bottom).

dence in nominal adjustment.21 MC models generate smooth state dependence if the
menu cost is stochastic, drawn i.i.d. from a smoothly-increasing cumulative distribution
function, as in Dotsey et al. (1999) and Dotsey and Wolman (2020).22 Smoothness also
results from an MC model with economies of scope in price setting, as in Midrigan (2011)
and Alvarez and Lippi (2014), where a multi-product firm pays a single menu cost to reset
the prices of all its products. The adjustment decision then depends on the average gap
between the firm’s prices and their target values, so when updates occur, some will be
large (reflecting a large gap) and others will be small (reflecting a small gap). A third
explanation for smooth state dependence is managerial decision costs that increase with
precision, as in Woodford (2009) and Costain and Nakov (2019), where a smooth policy
is less costly to implement than one where the adjustment hazard jumps abruptly from
zero to one at the precise point where the value of adjustment turns positive. Another
mechanism is studied by Cavallo et al. (2023), who assume that the firm faces adjustment
costs that are an increasing, convex function of the probability of a price change.

Figure 1 illustrates how the selection effect is reduced in a GHF model
(bottom panels), compared with an MC model (top panels).23 The figure shows

21We will use “generalized hazard function” and “smooth state dependence” as synonyms that both indicate
smooth adjustment. Klenow and Kryvtsov (2008) called GHF models the “second generation” of state-dependent
pricing models, even though the first quantitative macro model with state-dependent pricing, Dotsey et al. (1999),
was already a GHF model.

22A particularly tractable stochastic menu cost framework is the “Calvo+” model of Nakamura and Steinsson
(2010), in which the menu cost takes two possible values, κ = 0 or κ = κ̄ > 0. When κ = 0, the firm has a costless
chance to adjust, as in Calvo (1983); when it equals κ = κ̄, the firm may pay a fixed cost in order to adjust, as in
Golosov and Lucas Jr (2007).

23The figure compares the MC model of Golosov and Lucas Jr (2007) with the GHF model of Costain and Nakov
(2019). Both models are calibrated to the same steady state adjustment frequency, and impose the same process of
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Figure 1. Effects of a positive money growth shock. MC model (top), GHF model (bottom).

dence in nominal adjustment.21 MC models generate smooth state dependence if the
menu cost is stochastic, drawn i.i.d. from a smoothly-increasing cumulative distribution
function, as in Dotsey et al. (1999) and Dotsey and Wolman (2020).22 Smoothness also
results from an MC model with economies of scope in price setting, as in Midrigan (2011)
and Alvarez and Lippi (2014), where a multi-product firm pays a single menu cost to reset
the prices of all its products. The adjustment decision then depends on the average gap
between the firm’s prices and their target values, so when updates occur, some will be
large (reflecting a large gap) and others will be small (reflecting a small gap). A third
explanation for smooth state dependence is managerial decision costs that increase with
precision, as in Woodford (2009) and Costain and Nakov (2019), where a smooth policy
is less costly to implement than one where the adjustment hazard jumps abruptly from
zero to one at the precise point where the value of adjustment turns positive. Another
mechanism is studied by Cavallo et al. (2023), who assume that the firm faces adjustment
costs that are an increasing, convex function of the probability of a price change.

Figure 1 illustrates how the selection effect is reduced in a GHF model
(bottom panels), compared with an MC model (top panels).23 The figure shows

21We will use “generalized hazard function” and “smooth state dependence” as synonyms that both indicate
smooth adjustment. Klenow and Kryvtsov (2008) called GHF models the “second generation” of state-dependent
pricing models, even though the first quantitative macro model with state-dependent pricing, Dotsey et al. (1999),
was already a GHF model.

22A particularly tractable stochastic menu cost framework is the “Calvo+” model of Nakamura and Steinsson
(2010), in which the menu cost takes two possible values, κ = 0 or κ = κ̄ > 0. When κ = 0, the firm has a costless
chance to adjust, as in Calvo (1983); when it equals κ = κ̄, the firm may pay a fixed cost in order to adjust, as in
Golosov and Lucas Jr (2007).

23The figure compares the MC model of Golosov and Lucas Jr (2007) with the GHF model of Costain and Nakov
(2019). Both models are calibrated to the same steady state adjustment frequency, and impose the same process of
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Figure 1. Effects of a positive money growth shock. MC model (top), GHF model (bottom).

dence in nominal adjustment.21 MC models generate smooth state dependence if the
menu cost is stochastic, drawn i.i.d. from a smoothly-increasing cumulative distribution
function, as in Dotsey et al. (1999) and Dotsey and Wolman (2020).22 Smoothness also
results from an MC model with economies of scope in price setting, as in Midrigan (2011)
and Alvarez and Lippi (2014), where a multi-product firm pays a single menu cost to reset
the prices of all its products. The adjustment decision then depends on the average gap
between the firm’s prices and their target values, so when updates occur, some will be
large (reflecting a large gap) and others will be small (reflecting a small gap). A third
explanation for smooth state dependence is managerial decision costs that increase with
precision, as in Woodford (2009) and Costain and Nakov (2019), where a smooth policy
is less costly to implement than one where the adjustment hazard jumps abruptly from
zero to one at the precise point where the value of adjustment turns positive. Another
mechanism is studied by Cavallo et al. (2023), who assume that the firm faces adjustment
costs that are an increasing, convex function of the probability of a price change.

Figure 1 illustrates how the selection effect is reduced in a GHF model
(bottom panels), compared with an MC model (top panels).23 The figure shows

21We will use “generalized hazard function” and “smooth state dependence” as synonyms that both indicate
smooth adjustment. Klenow and Kryvtsov (2008) called GHF models the “second generation” of state-dependent
pricing models, even though the first quantitative macro model with state-dependent pricing, Dotsey et al. (1999),
was already a GHF model.

22A particularly tractable stochastic menu cost framework is the “Calvo+” model of Nakamura and Steinsson
(2010), in which the menu cost takes two possible values, κ = 0 or κ = κ̄ > 0. When κ = 0, the firm has a costless
chance to adjust, as in Calvo (1983); when it equals κ = κ̄, the firm may pay a fixed cost in order to adjust, as in
Golosov and Lucas Jr (2007).

23The figure compares the MC model of Golosov and Lucas Jr (2007) with the GHF model of Costain and Nakov
(2019). Both models are calibrated to the same steady state adjustment frequency, and impose the same process of
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how an expansionary monetary shock affects the density of real price levels (red, left
panels) and the density of price changes (black, right panels). Before the shock hits, the
densities are at their steady states (dashed lines). The monetary expansion reduces the
real values of all nominal prices, shifting the density of real prices left (solid red lines, left
panels). Under menu costs, this causes many prices to drift left past the lower adjustment
threshold s, so that their adjustment probability jumps from zero to one (this probability
is shown as a black line). Hence, in the top right panel, the number of price decreases falls
substantially, while the number of price increases rises. Instead, in the GHF model, the
adjustment probability always lies strictly between zero and one. The shock makes price
increases (decreases) slightly more (less) likely. The whole distribution of price changes
shifts slightly right, but the shape of the distribution is largely unchanged– many increases
and decreases and small changes still occur. Without the powerful shift from decreases to
increases of the MC model, the short-run impact on the price level is much reduced in the
GHF framework, so the effect on real variables is larger.
In response to sufficiently costly deviations from their target prices, firms in

state-dependent pricing models make large price adjustments quickly. As we
saw earlier for MC models, the hazard rate for price adjustment in GHF models becomes
arbitrarily fast as inflation increases without bound. This is because GHF firms respond
in a very flexible way to strong incentives. Hence, the largest price gaps across the distri-
bution of products will be closed quickly in a GHF model. The same is not true in the
Calvo model; hence the misallocation cost of price dispersion is much larger in the Calvo
framework than it is in state-dependent models, especially as inflation increases (Costain
and Nakov, 2011b). Likewise, this means that the economy will adjust more quickly to
larger shocks in state-dependent models.24 Quick adjustment means that sufficiently large
monetary shocks may be approximately neutral, or may even lead to overshooting effects
(Alexandrov, 2022). These general findings apply widely across state-dependent models.
We discuss some more precise analytical results next.

A. Results on monetary non-neutrality in GHF and MC models

Several recent papers have evaluated the real effects of monetary policy
across a large family of state-dependent pricing models, including GHF and
MC models. Like menu cost models, GHF models share some analytical properties
that can be sharply characterized. Building on earlier work by Gertler and Leahy (2008),
Auclert et al. (2024) show that the New Keynesian Phillips Curve (NKPC) derived from
a time-dependent model applies also, as a first-order approximation, to a wide range
of state-dependent models. In particular, they show that the NKPC implied by state-
dependent models is formally equivalent to the NKPC implied by a mixture of one or
more Calvo models, but that the equivalent Calvo model has a price update frequency
substantially higher than the frequency observed in microdata.25 In other words, a local
linear approximation to the dynamics of a state-dependent model has the same form as in
the Calvo model, but requires a recalibration of the adjustment frequency that reduces the
real effects of monetary policy. Importantly, they show that strategic complementarities
in price setting between inputs and outputs affect the dynamics of state-dependent models
in the same way they affect the Calvo model, increasing non-neutrality and flattening the

idiosyncratic cost shocks.
24See Karadi and Reiff (2018) for an analysis of a change in Hungarian tax policy in an MC model, and Cavallo

et al. (2023) for an analysis of post-pandemic inflation in a GHF model.
25Specifically, when inflation is close to zero, the Golosov and Lucas Jr (2007) model is equivalent to a mixture

of two Calvo models, related to the intensive and extensive margins of adjustment. At higher inflation rates, it is
equivalent to a mixture of more than two Calvo models.
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Figure 1. Effects of a positive money growth shock. MC model (top), GHF model (bottom).

dence in nominal adjustment.21 MC models generate smooth state dependence if the
menu cost is stochastic, drawn i.i.d. from a smoothly-increasing cumulative distribution
function, as in Dotsey et al. (1999) and Dotsey and Wolman (2020).22 Smoothness also
results from an MC model with economies of scope in price setting, as in Midrigan (2011)
and Alvarez and Lippi (2014), where a multi-product firm pays a single menu cost to reset
the prices of all its products. The adjustment decision then depends on the average gap
between the firm’s prices and their target values, so when updates occur, some will be
large (reflecting a large gap) and others will be small (reflecting a small gap). A third
explanation for smooth state dependence is managerial decision costs that increase with
precision, as in Woodford (2009) and Costain and Nakov (2019), where a smooth policy
is less costly to implement than one where the adjustment hazard jumps abruptly from
zero to one at the precise point where the value of adjustment turns positive. Another
mechanism is studied by Cavallo et al. (2023), who assume that the firm faces adjustment
costs that are an increasing, convex function of the probability of a price change.

Figure 1 illustrates how the selection effect is reduced in a GHF model
(bottom panels), compared with an MC model (top panels).23 The figure shows

21We will use “generalized hazard function” and “smooth state dependence” as synonyms that both indicate
smooth adjustment. Klenow and Kryvtsov (2008) called GHF models the “second generation” of state-dependent
pricing models, even though the first quantitative macro model with state-dependent pricing, Dotsey et al. (1999),
was already a GHF model.

22A particularly tractable stochastic menu cost framework is the “Calvo+” model of Nakamura and Steinsson
(2010), in which the menu cost takes two possible values, κ = 0 or κ = κ̄ > 0. When κ = 0, the firm has a costless
chance to adjust, as in Calvo (1983); when it equals κ = κ̄, the firm may pay a fixed cost in order to adjust, as in
Golosov and Lucas Jr (2007).

23The figure compares the MC model of Golosov and Lucas Jr (2007) with the GHF model of Costain and Nakov
(2019). Both models are calibrated to the same steady state adjustment frequency, and impose the same process of
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Figure 1. Effects of a positive money growth shock. MC model (top), GHF model (bottom).

dence in nominal adjustment.21 MC models generate smooth state dependence if the
menu cost is stochastic, drawn i.i.d. from a smoothly-increasing cumulative distribution
function, as in Dotsey et al. (1999) and Dotsey and Wolman (2020).22 Smoothness also
results from an MC model with economies of scope in price setting, as in Midrigan (2011)
and Alvarez and Lippi (2014), where a multi-product firm pays a single menu cost to reset
the prices of all its products. The adjustment decision then depends on the average gap
between the firm’s prices and their target values, so when updates occur, some will be
large (reflecting a large gap) and others will be small (reflecting a small gap). A third
explanation for smooth state dependence is managerial decision costs that increase with
precision, as in Woodford (2009) and Costain and Nakov (2019), where a smooth policy
is less costly to implement than one where the adjustment hazard jumps abruptly from
zero to one at the precise point where the value of adjustment turns positive. Another
mechanism is studied by Cavallo et al. (2023), who assume that the firm faces adjustment
costs that are an increasing, convex function of the probability of a price change.

Figure 1 illustrates how the selection effect is reduced in a GHF model
(bottom panels), compared with an MC model (top panels).23 The figure shows

21We will use “generalized hazard function” and “smooth state dependence” as synonyms that both indicate
smooth adjustment. Klenow and Kryvtsov (2008) called GHF models the “second generation” of state-dependent
pricing models, even though the first quantitative macro model with state-dependent pricing, Dotsey et al. (1999),
was already a GHF model.

22A particularly tractable stochastic menu cost framework is the “Calvo+” model of Nakamura and Steinsson
(2010), in which the menu cost takes two possible values, κ = 0 or κ = κ̄ > 0. When κ = 0, the firm has a costless
chance to adjust, as in Calvo (1983); when it equals κ = κ̄, the firm may pay a fixed cost in order to adjust, as in
Golosov and Lucas Jr (2007).

23The figure compares the MC model of Golosov and Lucas Jr (2007) with the GHF model of Costain and Nakov
(2019). Both models are calibrated to the same steady state adjustment frequency, and impose the same process of
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how an expansionary monetary shock affects the density of real price levels (red, left
panels) and the density of price changes (black, right panels). Before the shock hits, the
densities are at their steady states (dashed lines). The monetary expansion reduces the
real values of all nominal prices, shifting the density of real prices left (solid red lines, left
panels). Under menu costs, this causes many prices to drift left past the lower adjustment
threshold s, so that their adjustment probability jumps from zero to one (this probability
is shown as a black line). Hence, in the top right panel, the number of price decreases falls
substantially, while the number of price increases rises. Instead, in the GHF model, the
adjustment probability always lies strictly between zero and one. The shock makes price
increases (decreases) slightly more (less) likely. The whole distribution of price changes
shifts slightly right, but the shape of the distribution is largely unchanged– many increases
and decreases and small changes still occur. Without the powerful shift from decreases to
increases of the MC model, the short-run impact on the price level is much reduced in the
GHF framework, so the effect on real variables is larger.
In response to sufficiently costly deviations from their target prices, firms in

state-dependent pricing models make large price adjustments quickly. As we
saw earlier for MC models, the hazard rate for price adjustment in GHF models becomes
arbitrarily fast as inflation increases without bound. This is because GHF firms respond
in a very flexible way to strong incentives. Hence, the largest price gaps across the distri-
bution of products will be closed quickly in a GHF model. The same is not true in the
Calvo model; hence the misallocation cost of price dispersion is much larger in the Calvo
framework than it is in state-dependent models, especially as inflation increases (Costain
and Nakov, 2011b). Likewise, this means that the economy will adjust more quickly to
larger shocks in state-dependent models.24 Quick adjustment means that sufficiently large
monetary shocks may be approximately neutral, or may even lead to overshooting effects
(Alexandrov, 2022). These general findings apply widely across state-dependent models.
We discuss some more precise analytical results next.

A. Results on monetary non-neutrality in GHF and MC models

Several recent papers have evaluated the real effects of monetary policy
across a large family of state-dependent pricing models, including GHF and
MC models. Like menu cost models, GHF models share some analytical properties
that can be sharply characterized. Building on earlier work by Gertler and Leahy (2008),
Auclert et al. (2024) show that the New Keynesian Phillips Curve (NKPC) derived from
a time-dependent model applies also, as a first-order approximation, to a wide range
of state-dependent models. In particular, they show that the NKPC implied by state-
dependent models is formally equivalent to the NKPC implied by a mixture of one or
more Calvo models, but that the equivalent Calvo model has a price update frequency
substantially higher than the frequency observed in microdata.25 In other words, a local
linear approximation to the dynamics of a state-dependent model has the same form as in
the Calvo model, but requires a recalibration of the adjustment frequency that reduces the
real effects of monetary policy. Importantly, they show that strategic complementarities
in price setting between inputs and outputs affect the dynamics of state-dependent models
in the same way they affect the Calvo model, increasing non-neutrality and flattening the

idiosyncratic cost shocks.
24See Karadi and Reiff (2018) for an analysis of a change in Hungarian tax policy in an MC model, and Cavallo

et al. (2023) for an analysis of post-pandemic inflation in a GHF model.
25Specifically, when inflation is close to zero, the Golosov and Lucas Jr (2007) model is equivalent to a mixture

of two Calvo models, related to the intensive and extensive margins of adjustment. At higher inflation rates, it is
equivalent to a mixture of more than two Calvo models.
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Phillips curve.26 This suggests that state-dependent models can explain large real effects of
monetary policy – and can be approximated by the NKPC – if strategic complementarities
are sufficiently strong.27

The local equivalence between state-dependent and Calvo models also im-
plies that the degree of monetary nonneutrality is related to simple sufficient
statistics that can be measured in microdata. In a family of models without strate-
gic complementarities, Alvarez et al. (2016a) and Alvarez et al. (2022) show that the the
real effects of a monetary expansion (as measured by the CIR) are directly proportional to
the ratio of the kurtosis of the distribution of price changes to the adjustment frequency
(i.e., the effects on a given sector can be inferred from price adjustment statistics in that
sector).28 Alvarez et al. (2023) extend this result, showing that the factor of proportion-
ality increases when strategic complementarities are present.29 Intuitively, the aggregate
price level adjusts more quickly when the fraction of products that adjust in any given
period is higher; this fact is amply documented across economies and sectors with different
adjustment frequencies (e.g. Gopinath and Itshokhi (2010)). On the other hand, higher
kurtosis (greater dispersion in the size of price changes) spreads out the distribution of
products across quantiles of the price gap, making them less likely to be bunched up near
the (S, s) bands. Hence higher kurtosis reduces the selection effect and increases the real
effects of monetary shocks. However, kurtosis is harder to measure in the data, since it is
sensitive to outliers and errors, so the effect of the kurtosis of price changes on monetary
non-neutrality is controversial (Hong et al., 2023; Alvarez et al., 2021).
New models of heterogeneous products seek to infer the distortions caused

by inflation from measurements that are applicable across multiple forms of
nominal rigidity. While prices vary substantially across similar products, it is hard to
infer how much of this price dispersion is inefficient (Nakamura et al., 2018). Several
recent papers have proposed a way to assess the distortions caused by inflation based on
the fact that most products exhibit a downward trend in their relative prices over the
time since they were first introduced.30 Abstracting from idiosyncratic shocks, Adam
and Weber (2019) point out that a firm could keep its relative price on target – with-
out making any nominal adjustments – if the aggregate inflation rate were just sufficient
to cause the desired downward trend in its relative price. When inflation instead differs
from this product-specific desired trend, the product’s relative price will vary over time,
due to intermittent adjustment towards the desired trend. They argue that the optimal
inflation rate is the one which minimizes this excess price dispersion, on average across
products. Thus, accounting for productivity trends alters the finding of Alvarez et al.
(2019) that the optimal steady state inflation rate is zero; Adam and Weber (2019) esti-
mate an optimal rate of roughly 1% per annum for the US. Adam et al. (2023) show that
for a variety of time-dependent and state-dependent models, the excess price dispersion
associated with inflation will be proportional to the squared deviation of the inflation
rate from the product-specific preferred price trend. They find evidence for this effect on
observed price dispersion in microdata.31 Aggregating across products, they calculate the

26When strategic complementarities are derived from the presence of a materials input with share 1 − χ in the
production function, the slope coefficient of the New Keynesian Phillips curve is reduced in proportion to χ. This
result holds both in the Calvo model and in MC and GHF models; see Auclert et al. (2024), Prop. 5.

27First-order equivalence of the dynamics of state-dependent and Calvo models does not imply that their welfare
and policy implications are the same. Some progress on these issues is discussed below.

28Baley and Blanco (2021) derive a related sufficient-statistics approach that allows for asymmetric policies, based
on an assumption of asymmetric menu costs.

29These papers study models of multiproduct firms with stochastic menu costs. Hence there are enough free
parameters so that different values of kurtosis can be compared while fixing the frequency and size of adjustments.

30Learning, technological progress, and fashions are some of the reasons why the efficient price of a given product
is likely to decline with the time since its introduction, relative to other products.

31In line with the theory, the squared deviation of inflation from the product-specific preferred trend predicts
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how an expansionary monetary shock affects the density of real price levels (red, left
panels) and the density of price changes (black, right panels). Before the shock hits, the
densities are at their steady states (dashed lines). The monetary expansion reduces the
real values of all nominal prices, shifting the density of real prices left (solid red lines, left
panels). Under menu costs, this causes many prices to drift left past the lower adjustment
threshold s, so that their adjustment probability jumps from zero to one (this probability
is shown as a black line). Hence, in the top right panel, the number of price decreases falls
substantially, while the number of price increases rises. Instead, in the GHF model, the
adjustment probability always lies strictly between zero and one. The shock makes price
increases (decreases) slightly more (less) likely. The whole distribution of price changes
shifts slightly right, but the shape of the distribution is largely unchanged– many increases
and decreases and small changes still occur. Without the powerful shift from decreases to
increases of the MC model, the short-run impact on the price level is much reduced in the
GHF framework, so the effect on real variables is larger.
In response to sufficiently costly deviations from their target prices, firms in

state-dependent pricing models make large price adjustments quickly. As we
saw earlier for MC models, the hazard rate for price adjustment in GHF models becomes
arbitrarily fast as inflation increases without bound. This is because GHF firms respond
in a very flexible way to strong incentives. Hence, the largest price gaps across the distri-
bution of products will be closed quickly in a GHF model. The same is not true in the
Calvo model; hence the misallocation cost of price dispersion is much larger in the Calvo
framework than it is in state-dependent models, especially as inflation increases (Costain
and Nakov, 2011b). Likewise, this means that the economy will adjust more quickly to
larger shocks in state-dependent models.24 Quick adjustment means that sufficiently large
monetary shocks may be approximately neutral, or may even lead to overshooting effects
(Alexandrov, 2022). These general findings apply widely across state-dependent models.
We discuss some more precise analytical results next.

A. Results on monetary non-neutrality in GHF and MC models

Several recent papers have evaluated the real effects of monetary policy
across a large family of state-dependent pricing models, including GHF and
MC models. Like menu cost models, GHF models share some analytical properties
that can be sharply characterized. Building on earlier work by Gertler and Leahy (2008),
Auclert et al. (2024) show that the New Keynesian Phillips Curve (NKPC) derived from
a time-dependent model applies also, as a first-order approximation, to a wide range
of state-dependent models. In particular, they show that the NKPC implied by state-
dependent models is formally equivalent to the NKPC implied by a mixture of one or
more Calvo models, but that the equivalent Calvo model has a price update frequency
substantially higher than the frequency observed in microdata.25 In other words, a local
linear approximation to the dynamics of a state-dependent model has the same form as in
the Calvo model, but requires a recalibration of the adjustment frequency that reduces the
real effects of monetary policy. Importantly, they show that strategic complementarities
in price setting between inputs and outputs affect the dynamics of state-dependent models
in the same way they affect the Calvo model, increasing non-neutrality and flattening the

idiosyncratic cost shocks.
24See Karadi and Reiff (2018) for an analysis of a change in Hungarian tax policy in an MC model, and Cavallo

et al. (2023) for an analysis of post-pandemic inflation in a GHF model.
25Specifically, when inflation is close to zero, the Golosov and Lucas Jr (2007) model is equivalent to a mixture

of two Calvo models, related to the intensive and extensive margins of adjustment. At higher inflation rates, it is
equivalent to a mixture of more than two Calvo models.
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Phillips curve.26 This suggests that state-dependent models can explain large real effects of
monetary policy – and can be approximated by the NKPC – if strategic complementarities
are sufficiently strong.27

The local equivalence between state-dependent and Calvo models also im-
plies that the degree of monetary nonneutrality is related to simple sufficient
statistics that can be measured in microdata. In a family of models without strate-
gic complementarities, Alvarez et al. (2016a) and Alvarez et al. (2022) show that the the
real effects of a monetary expansion (as measured by the CIR) are directly proportional to
the ratio of the kurtosis of the distribution of price changes to the adjustment frequency
(i.e., the effects on a given sector can be inferred from price adjustment statistics in that
sector).28 Alvarez et al. (2023) extend this result, showing that the factor of proportion-
ality increases when strategic complementarities are present.29 Intuitively, the aggregate
price level adjusts more quickly when the fraction of products that adjust in any given
period is higher; this fact is amply documented across economies and sectors with different
adjustment frequencies (e.g. Gopinath and Itshokhi (2010)). On the other hand, higher
kurtosis (greater dispersion in the size of price changes) spreads out the distribution of
products across quantiles of the price gap, making them less likely to be bunched up near
the (S, s) bands. Hence higher kurtosis reduces the selection effect and increases the real
effects of monetary shocks. However, kurtosis is harder to measure in the data, since it is
sensitive to outliers and errors, so the effect of the kurtosis of price changes on monetary
non-neutrality is controversial (Hong et al., 2023; Alvarez et al., 2021).
New models of heterogeneous products seek to infer the distortions caused

by inflation from measurements that are applicable across multiple forms of
nominal rigidity. While prices vary substantially across similar products, it is hard to
infer how much of this price dispersion is inefficient (Nakamura et al., 2018). Several
recent papers have proposed a way to assess the distortions caused by inflation based on
the fact that most products exhibit a downward trend in their relative prices over the
time since they were first introduced.30 Abstracting from idiosyncratic shocks, Adam
and Weber (2019) point out that a firm could keep its relative price on target – with-
out making any nominal adjustments – if the aggregate inflation rate were just sufficient
to cause the desired downward trend in its relative price. When inflation instead differs
from this product-specific desired trend, the product’s relative price will vary over time,
due to intermittent adjustment towards the desired trend. They argue that the optimal
inflation rate is the one which minimizes this excess price dispersion, on average across
products. Thus, accounting for productivity trends alters the finding of Alvarez et al.
(2019) that the optimal steady state inflation rate is zero; Adam and Weber (2019) esti-
mate an optimal rate of roughly 1% per annum for the US. Adam et al. (2023) show that
for a variety of time-dependent and state-dependent models, the excess price dispersion
associated with inflation will be proportional to the squared deviation of the inflation
rate from the product-specific preferred price trend. They find evidence for this effect on
observed price dispersion in microdata.31 Aggregating across products, they calculate the

26When strategic complementarities are derived from the presence of a materials input with share 1 − χ in the
production function, the slope coefficient of the New Keynesian Phillips curve is reduced in proportion to χ. This
result holds both in the Calvo model and in MC and GHF models; see Auclert et al. (2024), Prop. 5.

27First-order equivalence of the dynamics of state-dependent and Calvo models does not imply that their welfare
and policy implications are the same. Some progress on these issues is discussed below.

28Baley and Blanco (2021) derive a related sufficient-statistics approach that allows for asymmetric policies, based
on an assumption of asymmetric menu costs.

29These papers study models of multiproduct firms with stochastic menu costs. Hence there are enough free
parameters so that different values of kurtosis can be compared while fixing the frequency and size of adjustments.

30Learning, technological progress, and fashions are some of the reasons why the efficient price of a given product
is likely to decline with the time since its introduction, relative to other products.

31In line with the theory, the squared deviation of inflation from the product-specific preferred trend predicts
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marginal impact of inflation on the inefficient component of price dispersion. They con-
clude that most of the observed cross-sectional price dispersion across similar products is
an efficient response to idiosyncratic factors, but that nonetheless, even in a low-inflation
environment, variation in inflation can cause costly changes in price distortions.32

IV. Frictional decisions

While menu costs may be given a clear physical interpretation as a cost of
changing menus or price tags, economists have long argued that they are better
seen as a stand-in for costs related to managerial decisions.33 Costly aspects of
choice may include learning about the environment, acquiring information about current
conditions, storing and then retrieving information about the past, processing information
and negotiating to arrive at a decision, and communicating decisions within the firm.
Spending on management compensation and on information technology amply attests
to the importance of these costs. Zbaracki et al. (2004) describes a case study of price
setting in an industrial firm, showing that managerial decision-making and costs related
to customer relationships (discussed in section V.C below) represent the lion’s share of the
costs of price setting, while physical costs of adjustment are relatively trivial. Researchers
have been making progress on better models of decision costs; prominent frameworks
include observation costs, control costs, and rational inattention.

A. Sticky information, observation costs, and learning

The inflation persistence documented by Fuhrer and Moore (1995) moti-
vated several models of price adjustment based on frictions in information ac-
quisition. Rather like Calvo’s sticky price updating mechanism, Mankiw and Reis (2002)
assumed that firms face sticky information (SI), meaning that each firm has constant prob-
ability of updating its information set each period. A firm then chooses a new time path
{pt+s}s≥0 for prices at each time t that it receives an information update. Therefore, even
though each firm’s price changes every period, inflation is persistent. Neither aggregate
prices nor inflation react immediately to monetary shocks in their model; instead, inflation
follows a hump-shaped path, having its maximum deviation several periods after a shock
to monetary policy occurs. Mankiw and Reis (2006a,b) extend this framework to allow
for updating of other choice variables, such as consumption, based on sticky information
too. Coibion and Gorodnichenko (2015) show that under sticky information (and under
rational inattention, to be discussed below), past forecast updates will predict future fore-
cast errors, on average across forecasters. They validate this prediction in datasets from
several countries encompassing forecasts and expectations for a variety of variables.
Sticky information models can be microfounded by assuming that a firm

must pay a fixed observation cost (OC) to update its information set. Reis
(2006) analyzes firms’ timing of information acquisition in an OC framework.34 Alvarez
et al. (2011) solve a model in which firms must pay an observation cost for each information
update, as well as a menu cost each time that it adjusts its price. They calibrate their
model using data on the frequency of firms’ price policy reviews, as well as data on the

price dispersion, but squared inflation itself does not.
32According to their estimate in UK CPI data from 1996-2016, increasing inflation by roughly 3pp was associated

with a 4pp increase in cross-sectional price dispersion across similar products. However, this estimate seems high
in light of Alvarez et al. (2019), whose analysis would predict an increase of no more than 1pp.

33See Akerlof and Yellen (1985a,b) for an early discussion.
34Burstein (2006) develops a related setup in which a firm can pay a menu cost to update its planned time path

for prices. Although his model supposes full information, his mechanism for inflation persistence is similar to that
of the SI and OC literatures.
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setting in an industrial firm, showing that managerial decision-making and costs related
to customer relationships (discussed in section V.C below) represent the lion’s share of the
costs of price setting, while physical costs of adjustment are relatively trivial. Researchers
have been making progress on better models of decision costs; prominent frameworks
include observation costs, control costs, and rational inattention.

A. Sticky information, observation costs, and learning

The inflation persistence documented by Fuhrer and Moore (1995) moti-
vated several models of price adjustment based on frictions in information ac-
quisition. Rather like Calvo’s sticky price updating mechanism, Mankiw and Reis (2002)
assumed that firms face sticky information (SI), meaning that each firm has constant prob-
ability of updating its information set each period. A firm then chooses a new time path
{pt+s}s≥0 for prices at each time t that it receives an information update. Therefore, even
though each firm’s price changes every period, inflation is persistent. Neither aggregate
prices nor inflation react immediately to monetary shocks in their model; instead, inflation
follows a hump-shaped path, having its maximum deviation several periods after a shock
to monetary policy occurs. Mankiw and Reis (2006a,b) extend this framework to allow
for updating of other choice variables, such as consumption, based on sticky information
too. Coibion and Gorodnichenko (2015) show that under sticky information (and under
rational inattention, to be discussed below), past forecast updates will predict future fore-
cast errors, on average across forecasters. They validate this prediction in datasets from
several countries encompassing forecasts and expectations for a variety of variables.
Sticky information models can be microfounded by assuming that a firm

must pay a fixed observation cost (OC) to update its information set. Reis
(2006) analyzes firms’ timing of information acquisition in an OC framework.34 Alvarez
et al. (2011) solve a model in which firms must pay an observation cost for each information
update, as well as a menu cost each time that it adjusts its price. They calibrate their
model using data on the frequency of firms’ price policy reviews, as well as data on the

price dispersion, but squared inflation itself does not.
32According to their estimate in UK CPI data from 1996-2016, increasing inflation by roughly 3pp was associated

with a 4pp increase in cross-sectional price dispersion across similar products. However, this estimate seems high
in light of Alvarez et al. (2019), whose analysis would predict an increase of no more than 1pp.

33See Akerlof and Yellen (1985a,b) for an early discussion.
34Burstein (2006) develops a related setup in which a firm can pay a menu cost to update its planned time path

for prices. Although his model supposes full information, his mechanism for inflation persistence is similar to that
of the SI and OC literatures.
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marginal impact of inflation on the inefficient component of price dispersion. They con-
clude that most of the observed cross-sectional price dispersion across similar products is
an efficient response to idiosyncratic factors, but that nonetheless, even in a low-inflation
environment, variation in inflation can cause costly changes in price distortions.32
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frequency and size of price changes, deriving analytical formulas to identify the relative
sizes of menu costs and observation costs. Alvarez et al. (2016b) find that SI models
produce large real effects of monetary shocks when there is either (i) a long average
time between observations or (ii) a highly variable time between observations. When
they endogenize the observation frequency under their OC framework, the time between
observations is both long and variable, implying significant monetary non-neutrality.
Some forms of learning may also contribute to monetary non-neutrality. Ilut

et al. (2020) show that as firms learn about their demand function from past sales data,
under Knightian uncertainty, this may create “kinks” in the profit function that make ob-
served prices resistant to change. At the same time, uncertainty regarding the relationship
between aggregate and industry-level inflation leads to nominal rigidity. Argente and Yeh
(2022) study a model in which firms can learn about their demand curves by varying their
prices, and show that this “active” learning about prices weakens the selection effect. Both
of these mechanisms make the aggregate price level less responsive to aggregate shocks.

B. Control costs

Models with control costs are based on the assumption that precise decisions
are costly. While the SI and OC approaches assume that firms intermittently update
their information completely, and thereafter make an optimal decision costlessly, other
frameworks model the tradeoffs they face when choosing how accurately to make manage-
rial decisions. One of these is the control cost (CC) framework, which models the choice of
an action as a random variable – as a way of modelling error-prone behavior – and assumes
that decision-makers can shrink their errors by dedicating more time (or effort, or other
resources) to making choices. In this context, it is typically not cost-effective to strive
for perfectly accurate decisions; instead, the manager trades off the benefit of a marginal
reduction in errors against the marginal cost of more precise choice. This game-theoretic
approach (Mattsson and Weibull, 2002) helps explain many puzzles arising in theory and
in laboratory experiments.35

Recently, control cost models have been applied to retail price and wage
setting. Costain and Nakov (2015, 2019) and Costain et al. (2022) developed quantitative
macro models with control costs on nominal adjustments. They distinguish between two
margins of the adjustment process – the timing decision (choosing when to make a change),
and the reset decision (choosing the new level at which the price or wage is fixed). They
adopt a common, tractable form for the CC function: firms incur a cost proportional
to the relative entropy of their chosen distribution of actions, calculated relative to an
exogenous benchmark distribution. The benchmark distribution – called a predisposition
by Steiner et al. (2017) – represents the probabilities that govern the firm’s actions if it
devotes no time or resources to decision-making. This functional form implies that the
adjustment hazard is a weighted binary logit, and that the distribution of prices conditional
on updating follows a weighted multinomial logit.36 By devoting sufficient resources to
these two decisions, the firm could take the optimal action on each margin with probability
one – but that would be excessive spending on management for negligible marginal gain.
Instead, the firm maximizes profits by sometimes leaving its price fixed, and by tolerating
small errors when it does adjust.

35See, for example, Goeree and Holt (1999) and Goeree et al. (2016). Khaw et al. (2017) present laboratory
evidence that decision makers’ actions exhibit randomness, even conditional on the information received, and are
updated by intermittent jumps, even when their information is continually updated. Woodford (2020) surveys
evidence on imprecise decision-making, including implications for price stickiness (Section 3.2.2).

36In each of these two decisions, the weighting coefficients in the logit are the predispositions towards each possible
action in the choice set.
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frequency and size of price changes, deriving analytical formulas to identify the relative
sizes of menu costs and observation costs. Alvarez et al. (2016b) find that SI models
produce large real effects of monetary shocks when there is either (i) a long average
time between observations or (ii) a highly variable time between observations. When
they endogenize the observation frequency under their OC framework, the time between
observations is both long and variable, implying significant monetary non-neutrality.
Some forms of learning may also contribute to monetary non-neutrality. Ilut
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under Knightian uncertainty, this may create “kinks” in the profit function that make ob-
served prices resistant to change. At the same time, uncertainty regarding the relationship
between aggregate and industry-level inflation leads to nominal rigidity. Argente and Yeh
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prices, and show that this “active” learning about prices weakens the selection effect. Both
of these mechanisms make the aggregate price level less responsive to aggregate shocks.

B. Control costs

Models with control costs are based on the assumption that precise decisions
are costly. While the SI and OC approaches assume that firms intermittently update
their information completely, and thereafter make an optimal decision costlessly, other
frameworks model the tradeoffs they face when choosing how accurately to make manage-
rial decisions. One of these is the control cost (CC) framework, which models the choice of
an action as a random variable – as a way of modelling error-prone behavior – and assumes
that decision-makers can shrink their errors by dedicating more time (or effort, or other
resources) to making choices. In this context, it is typically not cost-effective to strive
for perfectly accurate decisions; instead, the manager trades off the benefit of a marginal
reduction in errors against the marginal cost of more precise choice. This game-theoretic
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setting. Costain and Nakov (2015, 2019) and Costain et al. (2022) developed quantitative
macro models with control costs on nominal adjustments. They distinguish between two
margins of the adjustment process – the timing decision (choosing when to make a change),
and the reset decision (choosing the new level at which the price or wage is fixed). They
adopt a common, tractable form for the CC function: firms incur a cost proportional
to the relative entropy of their chosen distribution of actions, calculated relative to an
exogenous benchmark distribution. The benchmark distribution – called a predisposition
by Steiner et al. (2017) – represents the probabilities that govern the firm’s actions if it
devotes no time or resources to decision-making. This functional form implies that the
adjustment hazard is a weighted binary logit, and that the distribution of prices conditional
on updating follows a weighted multinomial logit.36 By devoting sufficient resources to
these two decisions, the firm could take the optimal action on each margin with probability
one – but that would be excessive spending on management for negligible marginal gain.
Instead, the firm maximizes profits by sometimes leaving its price fixed, and by tolerating
small errors when it does adjust.

35See, for example, Goeree and Holt (1999) and Goeree et al. (2016). Khaw et al. (2017) present laboratory
evidence that decision makers’ actions exhibit randomness, even conditional on the information received, and are
updated by intermittent jumps, even when their information is continually updated. Woodford (2020) surveys
evidence on imprecise decision-making, including implications for price stickiness (Section 3.2.2).
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If the price reset decision is subject to control costs, then it is not optimal to
correct small deviations from the target price. A manager who is aware that they
(or their subordinates) make errors when resetting prices should optimally avoid making
any adjustment until they perceive that the cost of deviating from the target price is large
enough to justify the costs of setting the new price with adequate precision. Thus, a man-
ager who faces a smoothly increasing cost of precision in the reset decision acts much like
one who faces a menu cost, implying an inaction region around the optimal price. Costain
and Nakov (2015) call this (S, s)-type behavior precautionary price stickiness. But in con-
trast to the MC approach, their CC framework implies that the new price is distributed
randomly around the optimum. This may give rise to multiple adjustments in a row, if
the first adjustment turns out to be a large error, which might help explain the bursts of
readjustment documented by Campbell and Eden (2014), and the low autocorrelation of
reset prices documented by Bils et al. (2012).
If the adjustment timing decision is subject to control costs, then the adjust-

ment hazard is a smoothly increasing function of the gains from adjustment.
The (S, s) behavior that results when control costs apply only to the reset decision gener-
ates very strong selection effects, just as it does in simple MC models. But this counter-
factual behavior is eliminated if control costs affect the timing decision, as in Woodford
(2009), Khaw et al. (2017), Costain and Nakov (2019), and Costain et al. (2022).37 In
these papers, costly choice of adjustment timing implies a GHF in the form of a weighted
binary logit, so the adjustment hazard is a strictly positive, smoothly increasing function
of the value of adjustment. The two margins of error in nominal adjustment in these
papers play complementary roles in explaining the data. The presence of errors in reset
decision helps explain micro evidence, such as the finding that the adjustment probability
does not tend to zero near the target price, so that large and small price changes coexist,
while the smooth state dependence implied by errors in the timing decision reduces the
selection effect, helping explain macro evidence of monetary non-neutrality.38

C. Rational inattention

Models with rational inattention are based on the assumption that process-
ing information is costly.39 Sims (1998, 2003) proposed that information costs might
explain the sluggishness of many macroeconomic variables – not just nominal prices and
wages, but also real variables such as consumption, investment, and employment. Specif-
ically, his rational inattention (RI) framework assumes that decision-makers pay a cost
proportional to the mutual information between their chosen actions and the underlying
state variables.40 A large literature has applied the RI framework to linear-quadratic
(LQ) models with Gaussian shocks. Woodford (2003) showed that a limit on firms’ in-
formation about aggregate demand shocks could amplify the size and persistence of their
effects. Over the years, economists have solved RI models with more general types of
signals. Maćkowiak and Wiederholt (2009) show that when firms can devote attention
to idiosyncratic productivity shocks or to aggregate monetary shocks, they will choose to
focus on productivity, since under a realistic calibration it matters more for their profits

37The papers of Woodford (2009) and Khaw et al. (2017) study rational inattention models, but as we will see
shortly, these can be viewed as a subset of CC models.

38We have focused on CC models with relative entropy cost functions, in which firms make ex post errors. But
the CC concept is more general, as Flynn and Sastry (2023) discuss. They prove existence and uniqueness of
equilibrium, and analyze efficiency, in a large class of static CC models encompassing multiple dimensions of costly
precision, such as imperfect formation of ex ante plans. As an example, they analyze a model of price rigidity based
on Woodford (2003). Extending their results to dynamic contexts would be a valuable advance.

39See Maćkowiak et al. (2023) for a recent review of the RI literature.
40See Cover and Thomas (2006), Chap. 2, for discussion of relative entropy and mutual information.
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than monetary conditions do.41 This slows the response of the price level to monetary
shocks and enhances monetary non-neutrality.42 On the other hand, Pasten and Schoenle
(2016) point out that in a multi-product firm, tracking product-specific shocks becomes
more costly, and there is more incentive to track aggregate shocks, since these affect all
products. Such firms may therefore track aggregate shocks – including monetary shocks
– more accurately, bringing these firms’ behavior closer to monetary neutrality.

Rational inattention models help explain the sluggishness of the price level,
expectations, and inflation. In RI models, information about shocks is not absorbed
immediately; expectations, forecasts, and choices only assimilate this information gradu-
ally over time. Therefore, averaging across agents, errors in forecasts predict further revi-
sions in the same direction, as Coibion and Gorodnichenko (2015) showed. This gradual
adjustment of expectations also makes inflation persistent over time. Recently, Afrouzi
and Yang (2021) fully solved the problem of optimal dynamic signal extraction in LQ-
Gaussian RI models. They show that under RI, decision makers pay more attention to
a larger set of signals when information is more valuable or less costly, or when uncer-
tainty is higher. As an application, they show that the Phillips curve may become flatter
when the central bank is more hawkish, because firms stop paying attention to signals
about monetary policy. Likewise, they find a more hump-shaped response of inflation to
transitory shocks when firms are paying less attention.

Rational inattention models are control cost models in which the decision-
maker’s predisposition across the actions available is optimal. The RI and CC
frameworks are very closely related, because mutual information is a special case of relative
entropy. Matějka and McKay (2015) use this fact to show (in a static context) that
an RI model is a CC model in which the cost function has relative entropy form, and
the benchmark distribution across actions (the predisposition) is the optimal one. In
other words, RI models are CC models with a specific interpretation of costs: precise
decisions are costly because processing information is costly. From their equivalence result,
it follows that the probability distribution across actions in an RI model is a weighted
multinomial logit.43 This is a general result that applies to all RI models, not only to
the popular LQ-Gaussian case. Importantly, the optimal predisposition is very simple:
it is just the unconditional distribution across actions. Steiner et al. (2017) extend this
result to a dynamic context, showing that a dynamic RI model is equivalent to a dynamic
CC model in which the predisposition is set optimally at each point in time. Morales-
Jiménez and Stevens (2023) take advantage of these results to analyze U.S. price rigidities
in a quantitative business cycle model; they approximate the dynamic RI solution by
assuming a constant predisposition, equal to the steady-state distribution of prices, and
then using this predisposition to compute a CC solution.44

While the RI framework assumes information processing is costly, it ab-
stracts from other relevant costs of cognition, such as the costs of storing
and retrieving memories. The optimal predisposition derived by Matějka and McKay
(2015) implicitly supposes that the decision-maker is acting in a familiar environment in
which they remember how often they chose each possible action in the past. This assump-
tion may be more plausible in a frequently-repeated static choice than in a more dynamic

41Likewise, Afrouzi (2023) shows that oligopolistic firms with fewer competitors shift their attention from aggre-
gate to idiosyncratic shocks.

42Maćkowiak andWiederholt (2015) show that when consumers, likewise, face an RI constraint, their consumption
level responds sluggishly to monetary shocks, helping match evidence of a hump-shaped IRF for real variables.

43As was the case for CC models, the weights in the logit are the predispositions towards each possible action.
44Their model incorporates both decision costs and menu costs. Their parameter estimates imply that the menu

costs incurred by firms are small compared with the decision costs they incur.
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precision, such as imperfect formation of ex ante plans. As an example, they analyze a model of price rigidity based
on Woodford (2003). Extending their results to dynamic contexts would be a valuable advance.
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signals. Maćkowiak and Wiederholt (2009) show that when firms can devote attention
to idiosyncratic productivity shocks or to aggregate monetary shocks, they will choose to
focus on productivity, since under a realistic calibration it matters more for their profits

37The papers of Woodford (2009) and Khaw et al. (2017) study rational inattention models, but as we will see
shortly, these can be viewed as a subset of CC models.

38We have focused on CC models with relative entropy cost functions, in which firms make ex post errors. But
the CC concept is more general, as Flynn and Sastry (2023) discuss. They prove existence and uniqueness of
equilibrium, and analyze efficiency, in a large class of static CC models encompassing multiple dimensions of costly
precision, such as imperfect formation of ex ante plans. As an example, they analyze a model of price rigidity based
on Woodford (2003). Extending their results to dynamic contexts would be a valuable advance.
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than monetary conditions do.41 This slows the response of the price level to monetary
shocks and enhances monetary non-neutrality.42 On the other hand, Pasten and Schoenle
(2016) point out that in a multi-product firm, tracking product-specific shocks becomes
more costly, and there is more incentive to track aggregate shocks, since these affect all
products. Such firms may therefore track aggregate shocks – including monetary shocks
– more accurately, bringing these firms’ behavior closer to monetary neutrality.

Rational inattention models help explain the sluggishness of the price level,
expectations, and inflation. In RI models, information about shocks is not absorbed
immediately; expectations, forecasts, and choices only assimilate this information gradu-
ally over time. Therefore, averaging across agents, errors in forecasts predict further revi-
sions in the same direction, as Coibion and Gorodnichenko (2015) showed. This gradual
adjustment of expectations also makes inflation persistent over time. Recently, Afrouzi
and Yang (2021) fully solved the problem of optimal dynamic signal extraction in LQ-
Gaussian RI models. They show that under RI, decision makers pay more attention to
a larger set of signals when information is more valuable or less costly, or when uncer-
tainty is higher. As an application, they show that the Phillips curve may become flatter
when the central bank is more hawkish, because firms stop paying attention to signals
about monetary policy. Likewise, they find a more hump-shaped response of inflation to
transitory shocks when firms are paying less attention.

Rational inattention models are control cost models in which the decision-
maker’s predisposition across the actions available is optimal. The RI and CC
frameworks are very closely related, because mutual information is a special case of relative
entropy. Matějka and McKay (2015) use this fact to show (in a static context) that
an RI model is a CC model in which the cost function has relative entropy form, and
the benchmark distribution across actions (the predisposition) is the optimal one. In
other words, RI models are CC models with a specific interpretation of costs: precise
decisions are costly because processing information is costly. From their equivalence result,
it follows that the probability distribution across actions in an RI model is a weighted
multinomial logit.43 This is a general result that applies to all RI models, not only to
the popular LQ-Gaussian case. Importantly, the optimal predisposition is very simple:
it is just the unconditional distribution across actions. Steiner et al. (2017) extend this
result to a dynamic context, showing that a dynamic RI model is equivalent to a dynamic
CC model in which the predisposition is set optimally at each point in time. Morales-
Jiménez and Stevens (2023) take advantage of these results to analyze U.S. price rigidities
in a quantitative business cycle model; they approximate the dynamic RI solution by
assuming a constant predisposition, equal to the steady-state distribution of prices, and
then using this predisposition to compute a CC solution.44

While the RI framework assumes information processing is costly, it ab-
stracts from other relevant costs of cognition, such as the costs of storing
and retrieving memories. The optimal predisposition derived by Matějka and McKay
(2015) implicitly supposes that the decision-maker is acting in a familiar environment in
which they remember how often they chose each possible action in the past. This assump-
tion may be more plausible in a frequently-repeated static choice than in a more dynamic

41Likewise, Afrouzi (2023) shows that oligopolistic firms with fewer competitors shift their attention from aggre-
gate to idiosyncratic shocks.

42Maćkowiak andWiederholt (2015) show that when consumers, likewise, face an RI constraint, their consumption
level responds sluggishly to monetary shocks, helping match evidence of a hump-shaped IRF for real variables.

43As was the case for CC models, the weights in the logit are the predispositions towards each possible action.
44Their model incorporates both decision costs and menu costs. Their parameter estimates imply that the menu

costs incurred by firms are small compared with the decision costs they incur.
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situation.45 For example, Turen (2023) studies price setting in an RI macro model with
Markov switching between aggregate states with low and high volatility of idiosyncratic
shocks. Such a model is plausible if firms have lived in this environment long enough to
know that there are two aggregate states, and to remember the relative frequencies of
their price choices across the two states, and to adjust their signal strategies accordingly.
The memory requirements underlying the general dynamic RI solution of Steiner et al.
(2017) are vastly greater – agents must know (i.e., remember from past experience) the
distribution of actions (i.e., the optimal predisposition) conditional on every possible in-
formation set. Given these fantastical demands on memory capacity and retrieval, it may
be interesting to explore extensions of RI that impose limits on memory. This is a possible
interpretation of the setup of Morales-Jiménez and Stevens (2023), where choices follow
the logit probabilities implied by RI, except that the predisposition across the choice set is
time-invariant, and equals the steady-state distribution of actions.46 Implicitly, this may
be seen as an assumption that firms learn from experience about payoffs, and hence about
the optimal predisposition, but face memory constraints, so they cannot remember how
the distribution of actions varies across states. Instead, they only remember what the
distribution looks like on average, across all aggregate states.47

Optimal information processing can generate price jumps across a small num-
ber of discrete values. While the models of Maćkowiak and Wiederholt (2009, 2015)
and Afrouzi and Yang (2021) help explain the sluggish dynamics of inflation and the ag-
gregate price level, they say nothing about micro evidence on staggered price adjustments,
because under the LQ-Gaussian specification they consider, prices vary continuously over
time, just as they do in Rotemberg (1982). But this is a special case which does not reflect
the generic behavior of RI models. Under most other functional forms, the predisposition
generated by an RI model is discrete, meaning that the decision-maker economizes on
information by considering only a small number of possible actions, even when there is a
continuum of alternatives in the choice set (Fix, 1978). Matějka (2016) proposes that this
aspect of RI behavior may be a microfoundation for discrete price adjustments followed
by intervals of stickiness. However, no feature of his model ensures that this stickiness
is nominal ; instead, it generates discrete jumps across different real prices, followed by
intervals at which the price is stuck at a given real value (and hence is varying over time
in nominal terms).48,49 Stevens (2020) extends this framework to model “sales” behavior,
allowing for two types of decision frictions: paying an observation cost reveals full infor-
mation about the state, while between observations the firm adjusts its prices subject to
an RI constraint, given the predisposition across nominal prices consistent with the most
recent observation of the state. Hence a firm will jump back and forth across a small set
of nominal price points for some time, until it updates its information again and selects a

45Maćkowiak et al. (2023) suggest, in their survey of RI, that “. . . RI models best describe repetitive decisions
with a great deal of available information.”

46By fixing a constant predisposition, this approximation reduces the degree of state dependence compared with
the full RI solution of Steiner et al. (2017).

47Whether this is the optimal way to use limited memory is an interesting question for further research. One of
the first papers to analyze optimal memory use is Azeredo da Silveira and Woodford (2019).

48To illustrate the form of stickiness in Matějka (2016), suppose firms face idiosyncratic productivity shocks, and
no aggregate uncertainty, but there is a deterministic trend in aggregate money. In this context, RI firms will make
discrete jumps across several real price levels, roughly tracking changes in marginal costs. While it maintains a given
real price, a firm’s nominal price will vary continuously over time, trending with the money supply. The absence of
nominal stickiness here could be fixed by adding additional frictions to the model, such as menu costs.

49Dean and Neligh (2023) argue that RI imposes no structure of “cognitive distance” across the actions in the
choice set, and they highlight behavioral paradoxes attributable to this missing structure. One way to understand
the real versus nominal rigidity generated by the Matějka (2016) and Costain and Nakov (2019) models is that
the former abstracts from the discrete jump in cognitive distance between the action pt+1 = pt (nominal price
unchanged) and any action pt+1 = pt + ϵ, for ϵ ̸= 0. By treating the timing decision and the price reset decision as
qualitatively distinct choices, the latter paper implicitly recognizes this gap in cognitive distance.

16 FEBRUARY 2024

situation.45 For example, Turen (2023) studies price setting in an RI macro model with
Markov switching between aggregate states with low and high volatility of idiosyncratic
shocks. Such a model is plausible if firms have lived in this environment long enough to
know that there are two aggregate states, and to remember the relative frequencies of
their price choices across the two states, and to adjust their signal strategies accordingly.
The memory requirements underlying the general dynamic RI solution of Steiner et al.
(2017) are vastly greater – agents must know (i.e., remember from past experience) the
distribution of actions (i.e., the optimal predisposition) conditional on every possible in-
formation set. Given these fantastical demands on memory capacity and retrieval, it may
be interesting to explore extensions of RI that impose limits on memory. This is a possible
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and Afrouzi and Yang (2021) help explain the sluggish dynamics of inflation and the ag-
gregate price level, they say nothing about micro evidence on staggered price adjustments,
because under the LQ-Gaussian specification they consider, prices vary continuously over
time, just as they do in Rotemberg (1982). But this is a special case which does not reflect
the generic behavior of RI models. Under most other functional forms, the predisposition
generated by an RI model is discrete, meaning that the decision-maker economizes on
information by considering only a small number of possible actions, even when there is a
continuum of alternatives in the choice set (Fix, 1978). Matějka (2016) proposes that this
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48To illustrate the form of stickiness in Matějka (2016), suppose firms face idiosyncratic productivity shocks, and
no aggregate uncertainty, but there is a deterministic trend in aggregate money. In this context, RI firms will make
discrete jumps across several real price levels, roughly tracking changes in marginal costs. While it maintains a given
real price, a firm’s nominal price will vary continuously over time, trending with the money supply. The absence of
nominal stickiness here could be fixed by adding additional frictions to the model, such as menu costs.

49Dean and Neligh (2023) argue that RI imposes no structure of “cognitive distance” across the actions in the
choice set, and they highlight behavioral paradoxes attributable to this missing structure. One way to understand
the real versus nominal rigidity generated by the Matějka (2016) and Costain and Nakov (2019) models is that
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interpretation of the setup of Morales-Jiménez and Stevens (2023), where choices follow
the logit probabilities implied by RI, except that the predisposition across the choice set is
time-invariant, and equals the steady-state distribution of actions.46 Implicitly, this may
be seen as an assumption that firms learn from experience about payoffs, and hence about
the optimal predisposition, but face memory constraints, so they cannot remember how
the distribution of actions varies across states. Instead, they only remember what the
distribution looks like on average, across all aggregate states.47

Optimal information processing can generate price jumps across a small num-
ber of discrete values. While the models of Maćkowiak and Wiederholt (2009, 2015)
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choice set, and they highlight behavioral paradoxes attributable to this missing structure. One way to understand
the real versus nominal rigidity generated by the Matějka (2016) and Costain and Nakov (2019) models is that
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new set of price points to consider.

V. Real rigidities

The frictions that buffer aggregate price movements include real as well as
nominal rigidities.50 While nominal rigidities refer to costs or frictions that constrain
the adjustment of a seller’s nominal price, real rigidities refer to factors that reduce the
responsiveness of that seller’s target price to an aggregate demand shock (Romer, 2008).
That is, nominal rigidities make nominal changes smaller and/or less likely conditional on
the desired change in the price, while real rigidities reduce desired price changes. While
microdata reject the strong selection effects implied by a simple MC model, even the muted
selection from GHFmodels reduces the real effects of money shocks significantly. But many
plausible mechanisms on the real side enhance these effects, so a realistic quantitative
assessment of the impact of monetary policy needs to take them into account.51

A. Market power

Some degree of market power is an essential component of any theory of
nominal stickiness. The idealized situation of perfect competition, with multiple sell-
ers offering a uniform product at a single market clearing price, cannot really address
the details of retail microdata, in which products are differentiated across space, brands,
and characteristics, with high price dispersion even across closely substitutable products.
When instead firms have market power, customers’ demand reacts smoothly to price de-
cisions, so a firm does not lose all of its demand if it keeps its price fixed while other
firms lower theirs. In other words, market power is a form of real rigidity, reducing sellers’
desired price adjustments in response to shocks, which makes it possible, in equilibrium,
for nominal rigidities to affect macroeconomic outcomes.
Variable elasticity of demand can strengthen non-neutrality, but may make

it hard to explain price dispersion. The textbook framework of monopolistic com-
petition, following Blanchard and Kiyotaki (1991), assumes that the elasticity of demand
is constant, and equal across all products. Kimball (1995) instead proposed a variable-
elasticity demand function such that a given product’s demand falls more sharply when
its price exceeds those of competing products. His framework strengthens strategic com-
plementarities across competing products, making the seller of any product reluctant to
adjust its price until competitors adjust theirs. Gopinath and Itshokhi (2010) show that
Kimball’s framework helps explain the fact that passthrough of costs to prices is lower
for producers that adjust prices less frequently. But in an quantitative model with many
products per sector, where each seller takes the sectoral price index as given, Klenow and
Willis (2016) find that the micro real rigidities of Kimball (1995) cannot be very strong,
because otherwise idiosyncratic price fluctuations would necessarily remain small (see also
Blanco et al. (2022)). In contrast, they argue that macro real rigidities linking output
prices with input prices are a plausible amplifier of nominal rigidity.

50The real incentives that reinforce nominal frictions have been described in several closely related ways. Express-
ing quantities in logs, Romer (2008) says that a firm i exhibits real rigidity when its desired price deviation from the
aggregate price index, p∗i − P , is not very responsive to the output gap y, i.e., when the elasticity ∂(p∗i − P )/∂y is
small. Following Cooper and John (1988), a firm i exhibits strategic complementarity in price setting if its desired
price p∗i responds positively to a change in the aggregate price index P , or to an index of its competitors’ prices.

51Beyond the real factors that reinforce nominal rigidity that we discuss here, many forms of strategic comple-
mentarity arise due to frictions in financial markets. Financial frictions have been a major area of macroeconomic
research since the financial crisis of 2007-2009, and are now a standard building block of New Keynesian models.
This chapter will not attempt to summarize the interactions between financial frictions and nominal rigidities. An
influential paper in this area is Gilchrist et al. (2017), which argued that many firms were reluctant to lower prices
in the crisis because they were unable to obtain sufficient liquidity to expand output.
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18 FEBRUARY 2024

Oligopolistic competition between a small, finite number of competitors am-
plifies the real effects of monetary policy without eliminating price dispersion.
One reason the Blanchard and Kiyotaki (1991) framework is so tractable is that each firm
only needs to consider demand for its own unique product relative to aggregate demand.
In reality, almost any product has some close substitutes sold by other firms, so oligopoly
may be a better model of competition than monopoly. But taking oligopoly seriously is
complex, since it implies that price setting is a game played between competitors – each
firm must consider the prices set by its competitors. Mongey (2021) studies monetary
policy in a stochastic menu cost (GHF) model with two oligopolistic competitors in each
sector. In his framework, strategic complementarities operate at the sectoral level, rather
than the aggregate level. This makes it possible for shocks at the product and sector
levels to drive large fluctuations in the prices of individual products. At the same time, it
strongly amplifies nominal rigidity in response to aggregate shocks, as each oligopolistic
competitor is reluctant to pay the cost of changing its price unless the others do too.52 In
fact, he shows that the presence of menu costs raises the equilibrium markup in a given
sector – so firms may actually benefit from frictions (as long as their competitors face them
too). Covarrubias (2022) extends the analysis to more than two competitors per sector,
and considers equilibria in which oligopolists collude to keep prices high.53 Afrouzi (2023)
shows that the effects of dynamic oligopoly are strengthened under rational inattention,
as firms with fewer competitors shift their attention from aggregate shocks towards shocks
affecting their competitors.

B. Input-output structure

Various types of nominal rigidities affecting different agents and different
sectors are likely to complement one another in reducing and delaying adjust-
ments in the aggregate price level. For example, wage rigidity makes firms’ marginal
costs sticky, and hence makes prices stickier. In practice, this may mean that wage rigidity
is more important for sluggishness of the aggregate price level than price stickiness per
se, because even if firms can adjust flexibly, their chosen prices will react sluggishly to
aggregate shocks if their marginal costs are sluggish (Erceg et al., 2000; Blanchard and
Gaĺı, 2007; Costain et al., 2022).54

Sticky prices of input suppliers reinforce price stickiness of their customers,
and in practice the stickiest sectors of the economy matter most for the slug-
gishness of aggregate prices. Models in which price rigidity differs across products
typically find that prices are strategic complements, and that therefore the stickiest prices
matter most for aggregate dynamics because their stickiness feeds through to the decisions
of more flexible sectors (Carvalho, 2006; Nakamura and Steinsson, 2010). This strategic
complementarity can go both through relations with competitors, and through relations
with suppliers. A particularly tractable case of strategic complementarity, originally from
Basu (1995), is a production function with a materials input consisting of the same CES
product bundle as final consumption. In this case, Klenow and Willis (2016) showed that
materials inputs could substantially increase monetary non-neutrality in an MC model;
more recently Auclert et al. (2024) proved this analytically for MC and GHF models.
Models with a more detailed network of input-output relationships also find strategic com-

52Wang and Werning (2022) also find that an oligopolistic game enhances strategic complementarities and mon-
etary non-neutrality, in a Calvo model that abstracts from idiosyncratic shocks.

53For tractability, Mongey (2021) focuses on Markov equilibria. In the collusive equilibria studied by Covarrubias
(2022), markups are even higher than those in a Markov equilibrium.

54For evidence on nominal wage rigidity, see Dickens et al. (2007), Barattieri et al. (2014), and Grigsby et al.
(2021).
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plementarity in price setting, with stickier sectors having an oversized effect. Most of these
papers are based on time-dependent price adjustment (Pasten et al., 2020; Ghassibe, 2021;
Rubbo, 2023; Luo and Villar, 2023; Afrouzi and Bhattarai, 2023). Input-output models
with state-dependent prices are still rare; a recent example is Antonova (2023). However,
it seems likely that the key insights – strategic complementarity, and the importance of
the stickiest sectors – will be robust across different models of frictions.

C. Buyer-seller relationships and the distribution of prices

When buyers and sellers enter a long-term relationship, the prices at a given
point in time may have no allocative role; instead, allocations may be governed
by the long-run value of the relationship. Nakamura and Steinsson (2011) model
the price dynamics of a firm with a long-term link to its customers, following Phelps and
Winter (1970) and Rotemberg and Woodford (1991). Specifically, they consider a habit-
forming good, so that customers care both about current and future prices, since they know
they may become partially locked in to a relationship with the seller. This implies a time
inconsistency problem: the firm wishes initially to attract customers by promising a low
price, but thereafter it has an incentive to raise its price, taking advantage of customers’
dependence on its product. Hence it is mutually beneficial if the firm and its customers
can enter into an implicit contract governing the price. They find that if the firm has
superior information about its costs and demand, then the optimal incentive-compatible
contract is one in which the firm commits to never exceed a “price cap”. But when it
faces favorable idiosyncratic shocks, it is free to lower its price below the cap, providing
a possible explanation for a sticky “regular” prices with more flexible sales. These results
echo the evidence from Zbaracki et al. (2004) that expenditures on relationships are a
large part of the costs of price setting, and from Bewley (2002) that fear of antagonizing
partners is a key incentive for non-adjustment.
Likewise, in the search-and-matching theory of labor markets, matching in-

centives are driven by the long-run expected value of the match. Sunk costs of
search are another source of lock-in to a buyer-seller relationship, raising issues similar to
those in Nakamura and Steinsson (2011).55 Typically, in search and matching (SaM) mod-
els, the incentives to form a match depend on the present discounted value of the surplus
available to a matched pair. Whether the wage payment from the employer to the worker
is sticky after the match is formed is not necessarily relevant. What matters for hiring
incentives is whether the present discounted value of wages the firm expects to pay to the
worker over the lifetime of the match reacts flexibly to shocks. Under Nash bargaining,
with no additional frictions, aggregate shocks mostly pass through to the wage, making it
hard to explain large fluctuations in vacancies and employment (Shimer, 2010; Blanchard
and Gaĺı, 2010). Several forms of wage rigidity can help explain employment fluctuations
in SaM models. Hall (2005) considers a model with a wage norm, while Gertler and Trigari
(2009) and Gertler et al. (2008) assume that a firm intermittently updates the wage, in
Calvo fashion, for its whole workforce. Both of these wage frictions affect newly hired
workers (not just continuing jobs), making them relevant for real effects on employment.
More recently, Morales-Jiménez (2022) offers a state-dependent model of wage rigidity,
showing that rational inattention on the worker’s side can make the wage sluggish for new
hires in a SaM model, complementing the findings of Woodford (2003) and Maćkowiak
and Wiederholt (2009) that RI on the firm’s side makes prices sluggish.

55In an influential early critique, Barro (1977) questioned whether nominal rigidity could explain monetary non-
neutrality. Considering labor markets, he argued that worker-firm relationships were likely to be governed by implicit
contracts in which stickiness of the wage at a given point in time would have no allocative effect.
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with no additional frictions, aggregate shocks mostly pass through to the wage, making it
hard to explain large fluctuations in vacancies and employment (Shimer, 2010; Blanchard
and Gaĺı, 2010). Several forms of wage rigidity can help explain employment fluctuations
in SaM models. Hall (2005) considers a model with a wage norm, while Gertler and Trigari
(2009) and Gertler et al. (2008) assume that a firm intermittently updates the wage, in
Calvo fashion, for its whole workforce. Both of these wage frictions affect newly hired
workers (not just continuing jobs), making them relevant for real effects on employment.
More recently, Morales-Jiménez (2022) offers a state-dependent model of wage rigidity,
showing that rational inattention on the worker’s side can make the wage sluggish for new
hires in a SaM model, complementing the findings of Woodford (2003) and Maćkowiak
and Wiederholt (2009) that RI on the firm’s side makes prices sluggish.

55In an influential early critique, Barro (1977) questioned whether nominal rigidity could explain monetary non-
neutrality. Considering labor markets, he argued that worker-firm relationships were likely to be governed by implicit
contracts in which stickiness of the wage at a given point in time would have no allocative effect.
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and Wiederholt (2009) that RI on the firm’s side makes prices sluggish.

55In an influential early critique, Barro (1977) questioned whether nominal rigidity could explain monetary non-
neutrality. Considering labor markets, he argued that worker-firm relationships were likely to be governed by implicit
contracts in which stickiness of the wage at a given point in time would have no allocative effect.

20 FEBRUARY 2024

Search-theoretic analysis of consumer behavior helps explain equilibrium
price dispersion. The literature on consumer search across products has focused on ex-
plaining dispersion across the prices of similar goods.56 Burdett and Judd (1983) modelled
price dispersion in an environment where a consumer searching across products sometimes
observes several prices before making a purchase. If consumers then select among identical
products by buying the cheapest offer, firms may be indifferent between selling a larger
quantity at a low price, or a smaller quantity at a higher price; indeed, in their equi-
librium, firms must be indifferent between setting a continuum of different prices. Head
et al. (2012) extend their model to a dynamic monetary economy, pointing out that a
model where firms are indifferent across an interval of prices can reproduce almost any
pattern of staggered price adjustment from microdata, since firms are in fact indifferent
between adjusting their prices or leaving them fixed. But since this mechanism relies only
on indifference, without any frictions, it generates full monetary neutrality.
Equilibrium price dispersion can also be sustained by stochastic price dis-

crimination across heterogeneous consumers. Heterogeneity in demand elasticities
is another factor that may leave firms indifferent between lower and higher prices. A firm
may offer a product at a high price that only attracts its most loyal customers, or they
may sell a larger quantity by offering a lower price that draws in “bargain hunters” too.
Varian (1980) modelled sales by assuming that retailers randomize between high and low
prices in order to maximize profits when selling to heterogeneous consumers. Guimaraes
and Sheedy (2011) embedded his mechanism into a dynamic macro model with a Calvo
friction on “regular” price changes. They showed that firms’ (flexible) decisions about
when to offer retail sales are strategic substitutes– a retailer contemplating sales prefers
to attract a higher share of high-elasticity customers by offering discounted prices on a
given product category at a different time than its competitors. Hence firms have little
incentive to change the fraction of products on sale in response to aggregate shocks. Since
regular prices are sticky, and sales are strategic substitutes, the Guimaraes and Sheedy
(2011) framework generates strong real effects of monetary shocks. Kryvtsov and Vin-
cent (2021) likewise study a model of sales based on consumer heterogeneity, in which the
“regular” price is stickier than the “sale” price. In their model, households choose how
much of their time to spend shopping. This makes the fraction of high-elasticity demand
endogenously countercyclical, which then gives firms a greater incentive to offer sales in
recessions, enabling them to match the countercyclicality of sales incidence in their data,
generating a mild reduction in monetary non-neutrality.
Ultimately, what matters for macroeconomic outcomes is whether micro

rigidities aggregate to macro rigidity. Head et al. (2012) rightly point out that
observing intervals of price stickiness at the micro level need not imply that the aggregate
price level is sticky. Whether micro stickiness aggregates into macro sluggishness may
depend on the details of price- and wage-setting decisions, and how these propagate across
agents. For example, Hall and Milgrom (2008) show that subtly different forms of wage
negotiation may increase or decrease real wage rigidity, affecting the stickiness of firms’
marginal costs and hence the cyclicality of output and employment. Likewise, we saw that
strategic complementarities between oligopolistic competitors amplify nominal rigidities
more strongly than those between individual and aggregate prices (Mongey, 2021). Head
et al. (2012) do not discuss what incentives – or what information flows – are needed
in their setting to convince some firms to make the adjustments that keep in place a
price distribution that ensures indifference over an interval of prices. Further work linking
the costs of decision-making with the microfoundations of search and matching (see e.g.,

56Recent work on consumer search includes Sara-Zaror (2022), who shows that low, positive inflation may be
welfare-enhancing since it encourages consumer search.
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Cheremukhin et al. (2020)) might help clarify the plausibility of an equilibrium like that
of Head et al. (2012). This could also help unify the microfoundations of sticky nominal
prices with those of sticky relationships, as Sims (1998) anticipated.

VI. Implications for inflation dynamics

Smoothly state-dependent pricing models are simultaneously consistent with
key empirical facts from micro and macro data, including the large real effects
of monetary policy shocks. While the basic MC model implies that money is almost
neutral (Golosov and Lucas Jr, 2007), GHF models derived from diverse microfounda-
tions imply substantially stronger real effects of monetary shocks.57 The SDP models that
predict strong real effects are typically also compatible with micro evidence showing that
the adjustment hazard is a smooth, strictly positive function, and that price changes vary
greatly in size. In other words, models consistent with the macro effects of money are
ones in which the selection effect is statistically and economically significant but relatively
weak. This numerical finding is reinforced by the analytical result, valid across many
models, that the cumulative impulse response (CIR) of real output to a monetary shock,
at a low steady-state inflation rate, is proportional to the kurtosis of the price change
distribution and inversely proportional to the adjustment frequency (Alvarez et al., 2016a,
2022). The non-neutrality implied by GHF adjustment is reinforced by strategic com-
plementarities (Alvarez et al., 2023), including those between the prices of inputs and
outputs (Costain et al., 2022; Auclert et al., 2024) and those across prices of oligopolistic
competitors (Mongey, 2021; Afrouzi, 2023).
Recent equivalence results show that state-dependent pricing models share

the same aggregate dynamics as ad hoc pricing models, as long as key param-
eters are adjusted appropriately. The dynamics of most state-dependent models,
when inflation is low, are equivalent to those of the Calvo model, with adjusted param-
eters (Auclert et al., 2024; Alvarez et al., 2022). This result applies both to smoothly
state-dependent pricing (GHF) models and to simple menu cost models, but the smoother
adjustment hazard of the former class implies more sluggish convergence of the aggregate
price level, enhancing non-neutrality. Hence, aggregate dynamics at low inflation rates are
consistent with GHF models, but can be approximated by Calvo models. Ceteris paribus,
GHF models imply an intermediate level of stickiness, greater than that of MC models, but
less than that of Calvo. Economic mechanisms that can generate GHF behavior, helping
to explain both the staggering of price changes and the smoothness of the hazard func-
tion, include frictions in decisions governing the timing of price changes (Woodford, 2009;
Alvarez et al., 2017; Costain and Nakov, 2019) and economies of scope in price setting by
multiproduct firms (Midrigan, 2011).58

Table 1 compares the real effects of monetary policy across two smoothly
state-dependent models and similar Calvo models. We report the CIR of real
output in response to a 1% money supply growth shock with monthly autocorrelation 0.8,
in GHF models with sticky prices on final goods only (Costain and Nakov, 2019), or with
sticky prices on final goods and sticky wages on the labor input (Costain et al., 2022).
These models are calibrated to microdata on retail price changes (both columns) and on
wage changes (last column), implying a monthly adjustment hazard of 15% (8.3%) for
prices (wages). To fit the observed distributions of price and wage changes, the models

57Papers demonstrating the potential of smooth hazard functions to enhance monetary non-neutrality include
some agnostic models (Costain and Nakov, 2011a; Dotsey and Wolman, 2020) and some models based on specific
classes of microfoundations (Midrigan, 2011; Alvarez et al., 2016b, 2017; Costain and Nakov, 2019).

58However, these two mechanisms may conflict with each other (Pasten and Schoenle, 2016).
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Table 1—Matching real effects from SDP models with Calvo modelsa

Model: Final Goods
goods and labor

Using empirical frequencies:
Output CIR, SDPa 5.5 19
Output CIR, Calvo RANKa 13.9 51
Output CIR, Calvo HANKa 14.4 –

Using adjusted frequencies:
Output CIR, Calvo RANKadja 5.5 19
Calvo parameter, pricesb 0.31 0.15
Calvo parameter, wagesb – 0.30

Note: aThe CIR refers to the area under the real output impulse response function, calculated at monthly frequency.
Model supposes trend inflation equals 2% per year. The SDP models are calibrated to give a monthly price reset
hazard of 15% and a monthly wage reset hazard of 8.3%.
b“Calvo parameter” refers to the monthly frequency of price or wage adjustment. In the top panel, SDP models are
compared to Calvo models with the same adjustment frequencies (Calvo RANK and Calvo HANK). In the bottom
panel, the Calvo parameters are altered, to generate the same CIR as the SDP models.

suppose product- and job-specific productivity shocks. We first compare these SDP models
with the standard Calvo (1983) setup, which abstracts from idiosyncratic productivity
shocks (“Calvo RANK”): using the same adjustment hazards, the Calvo models imply
real effects 2.5 to 2.8 times greater than the smooth SDP models.59 To make clear that
the idiosyncratic shocks are not the main difference between our SDP and Calvo scenarios,
the table also reports a Calvo model (“Calvo HANK”) with the same adjustment frequency
and the same product-specific shock processes as the SDP model; the CIR of the Calvo
model hardly changes. The second panel of the table asks how much the Calvo hazard
would have to be increased in order to obtain the same non-neutrality as the SDP model.
In the specification with final goods only, a rough doubling the adjustment hazard, from
0.15 to 0.31 monthly, gives the same non-neutrality as the SDP model. In the case with
sticky prices and wages, we hold the price reset hazard fixed, and find that the wage reset
hazard must be more than tripled in the Calvo case – from 0.083 to 0.30 monthly – to
give the same CIR as the SDP model.

Retail sales moderately enhance aggregate price flexibility, but do not con-
tradict the general conclusion that nominal rigidity matters for macroeconomic
dynamics. Several economic mechanisms may explain the large, frequent price jumps as-
sociated with retail sales without calling into question the stickiness of “regular” prices.
Implicit contracts between retailers and customers may permit downward but not up-
ward flexibility of final goods prices (Nakamura and Steinsson, 2011); stochastic price
discrimination across heterogeneous consumers may induce uncorrelated jumps across a
set of distinct nominal price points (Guimaraes and Sheedy, 2011); information processing
frictions may cause prices to respond sluggishly to shocks, but to adjust through discrete
jumps (Matějka, 2016; Stevens, 2020). While abstracting from sales is reasonable in simple
macromodels, modelling sales may be crucial for matching the finer details of microdata.
Better reconciling the stickiness of “regular” prices with the flexibility of sales could also
help elucidate the nature of frictions throughout the economy.

59Concretely, the CIR rises from 5.5 to 13.9 in the scenario with final goods only; the CIR is much larger given
strategic complementarity between price- and wage-setting, yielding a value of 19 under SDP, or 51 under Calvo.
These numbers represent the integral under the impulse response function, at monthly rates; they can be divided
by three to compute the CIR at a quarterly rate.
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Model supposes trend inflation equals 2% per year. The SDP models are calibrated to give a monthly price reset
hazard of 15% and a monthly wage reset hazard of 8.3%.
b“Calvo parameter” refers to the monthly frequency of price or wage adjustment. In the top panel, SDP models are
compared to Calvo models with the same adjustment frequencies (Calvo RANK and Calvo HANK). In the bottom
panel, the Calvo parameters are altered, to generate the same CIR as the SDP models.

suppose product- and job-specific productivity shocks. We first compare these SDP models
with the standard Calvo (1983) setup, which abstracts from idiosyncratic productivity
shocks (“Calvo RANK”): using the same adjustment hazards, the Calvo models imply
real effects 2.5 to 2.8 times greater than the smooth SDP models.59 To make clear that
the idiosyncratic shocks are not the main difference between our SDP and Calvo scenarios,
the table also reports a Calvo model (“Calvo HANK”) with the same adjustment frequency
and the same product-specific shock processes as the SDP model; the CIR of the Calvo
model hardly changes. The second panel of the table asks how much the Calvo hazard
would have to be increased in order to obtain the same non-neutrality as the SDP model.
In the specification with final goods only, a rough doubling the adjustment hazard, from
0.15 to 0.31 monthly, gives the same non-neutrality as the SDP model. In the case with
sticky prices and wages, we hold the price reset hazard fixed, and find that the wage reset
hazard must be more than tripled in the Calvo case – from 0.083 to 0.30 monthly – to
give the same CIR as the SDP model.

Retail sales moderately enhance aggregate price flexibility, but do not con-
tradict the general conclusion that nominal rigidity matters for macroeconomic
dynamics. Several economic mechanisms may explain the large, frequent price jumps as-
sociated with retail sales without calling into question the stickiness of “regular” prices.
Implicit contracts between retailers and customers may permit downward but not up-
ward flexibility of final goods prices (Nakamura and Steinsson, 2011); stochastic price
discrimination across heterogeneous consumers may induce uncorrelated jumps across a
set of distinct nominal price points (Guimaraes and Sheedy, 2011); information processing
frictions may cause prices to respond sluggishly to shocks, but to adjust through discrete
jumps (Matějka, 2016; Stevens, 2020). While abstracting from sales is reasonable in simple
macromodels, modelling sales may be crucial for matching the finer details of microdata.
Better reconciling the stickiness of “regular” prices with the flexibility of sales could also
help elucidate the nature of frictions throughout the economy.

59Concretely, the CIR rises from 5.5 to 13.9 in the scenario with final goods only; the CIR is much larger given
strategic complementarity between price- and wage-setting, yielding a value of 19 under SDP, or 51 under Calvo.
These numbers represent the integral under the impulse response function, at monthly rates; they can be divided
by three to compute the CIR at a quarterly rate.
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In spite of their equivalence to Calvo (1983) for the first-order impact of small
shocks, state-dependent models imply that price changes are rapid and flex-
ible when circumstances warrant. At very high inflation rates, the state-dependent
adjustment frequency rises in proportion to inflation, and the quantitative predictions of
MC models fit data from hyperinflationary environments well (Alvarez et al., 2019). Like-
wise, sufficiently large macroeconomic shocks propagate very quickly to prices, so their
real impact is similar to what a flexible-price model would imply (Karadi and Reiff, 2018;
Cavallo et al., 2023). Therefore there are decreasing returns to the real output gains from
a large monetary stimulus (Ascari and Haber, 2022; Alexandrov, 2022). Similarly, the fact
that the adjustment frequency rises with inflation implies that the Phillips curve becomes
steeper at higher inflation rates (Costain et al., 2022; Afrouzi and Yang, 2021). Further-
more, the flexibility of SDP behavior – when necessary – reduces the welfare losses caused
by frictions, because firms tend to adjust before suffering especially costly deviations from
their targets. This reduces the welfare costs of inflation in SDP models, compared with
the Calvo and Taylor frameworks. Hence, while Schmitt-Grohé and Uribe (2004) found
that optimal steady-state inflation is very close to zero in a Calvo model, recent analyses
find higher optimal inflation rates. Adam and Weber (2019) find an optimal inflation rate
of 1% per annum, due to idiosyncratic productivity trends in a model of product turnover,
while Blanco (2021) calculates an optimal rate of 3.5% per annum due to the lower welfare
costs of inflation under SDP.

Real rigidities and frictions in information flow help explain the sluggishness
of the inflation rate, as well as that of prices. Staggered adjustment driven by
menu costs or control costs helps explain why the aggregate price level is sluggish, but
does not, on its own, explain why the inflation rate is persistent. Like Calvo frictions,
these frictions are entirely forward-looking, so they slow the convergence of the price level
after an aggregate shock, but the adjustment begins as soon as the shock hits. Hence
even though prices are sluggish, the inflation rate jumps immediately after a shock, unless
it is held back by some institutional constraints such as indexation of wages or prices
(Gaĺı et al., 2005). However, strategic complementarities slow down the convergence of
prices even more, and if they are sufficiently strong they can also make the inflation rate
persistent, giving rise to a hump-shaped inflation response to a monetary shock (Alvarez
et al., 2023). In particular, real rigidities due to input-output networks enhance inflation
persistence under all the classes of frictions considered here, as inflationary shocks filter
gradually from primary inputs to final goods retail prices. Quantifying inflation persistence
in state-dependent pricing models with an input-output structure is a relevant challenge
for future research. Finally, frictions relating to information flow – whether in the form
of sticky information, observation costs, or rational inattention – can stop news about
aggregate shocks from filtering immediately into price and wage setting decisions, making
the inflation rate sluggish too (Mankiw and Reis, 2002; Woodford, 2003; Maćkowiak and
Wiederholt, 2009; Afrouzi and Yang, 2021).
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In spite of their equivalence to Calvo (1983) for the first-order impact of small
shocks, state-dependent models imply that price changes are rapid and flex-
ible when circumstances warrant. At very high inflation rates, the state-dependent
adjustment frequency rises in proportion to inflation, and the quantitative predictions of
MC models fit data from hyperinflationary environments well (Alvarez et al., 2019). Like-
wise, sufficiently large macroeconomic shocks propagate very quickly to prices, so their
real impact is similar to what a flexible-price model would imply (Karadi and Reiff, 2018;
Cavallo et al., 2023). Therefore there are decreasing returns to the real output gains from
a large monetary stimulus (Ascari and Haber, 2022; Alexandrov, 2022). Similarly, the fact
that the adjustment frequency rises with inflation implies that the Phillips curve becomes
steeper at higher inflation rates (Costain et al., 2022; Afrouzi and Yang, 2021). Further-
more, the flexibility of SDP behavior – when necessary – reduces the welfare losses caused
by frictions, because firms tend to adjust before suffering especially costly deviations from
their targets. This reduces the welfare costs of inflation in SDP models, compared with
the Calvo and Taylor frameworks. Hence, while Schmitt-Grohé and Uribe (2004) found
that optimal steady-state inflation is very close to zero in a Calvo model, recent analyses
find higher optimal inflation rates. Adam and Weber (2019) find an optimal inflation rate
of 1% per annum, due to idiosyncratic productivity trends in a model of product turnover,
while Blanco (2021) calculates an optimal rate of 3.5% per annum due to the lower welfare
costs of inflation under SDP.

Real rigidities and frictions in information flow help explain the sluggishness
of the inflation rate, as well as that of prices. Staggered adjustment driven by
menu costs or control costs helps explain why the aggregate price level is sluggish, but
does not, on its own, explain why the inflation rate is persistent. Like Calvo frictions,
these frictions are entirely forward-looking, so they slow the convergence of the price level
after an aggregate shock, but the adjustment begins as soon as the shock hits. Hence
even though prices are sluggish, the inflation rate jumps immediately after a shock, unless
it is held back by some institutional constraints such as indexation of wages or prices
(Gaĺı et al., 2005). However, strategic complementarities slow down the convergence of
prices even more, and if they are sufficiently strong they can also make the inflation rate
persistent, giving rise to a hump-shaped inflation response to a monetary shock (Alvarez
et al., 2023). In particular, real rigidities due to input-output networks enhance inflation
persistence under all the classes of frictions considered here, as inflationary shocks filter
gradually from primary inputs to final goods retail prices. Quantifying inflation persistence
in state-dependent pricing models with an input-output structure is a relevant challenge
for future research. Finally, frictions relating to information flow – whether in the form
of sticky information, observation costs, or rational inattention – can stop news about
aggregate shocks from filtering immediately into price and wage setting decisions, making
the inflation rate sluggish too (Mankiw and Reis, 2002; Woodford, 2003; Maćkowiak and
Wiederholt, 2009; Afrouzi and Yang, 2021).
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