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Abstract

Filters constructed on the basis of standard local polynomial regression (LPR) methods have been used in the literature to estimate the business cycle. We provide a frequency domain interpretation of the contrast filter obtained by the difference between a series and its long-run LPR component and show that it operates as a kind of high-pass filter, meaning it provides a noisy estimate of the cycle. We alternatively propose band-pass local polynomial regression methods aimed at isolating the cyclical component. Results are compared to standard high-pass and band-pass filters. Procedures are illustrated using the US GDP series.
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Resumen

Los filtros construidos a partir de métodos de regresión polinómica local (LPR) han sido utilizados en la literatura para estimar el ciclo económico. En este trabajo se proporciona una interpretación en el dominio de frecuencias del filtro de contraste obtenido como la diferencia entre una serie y su componente LPR de largo plazo y se demuestra que actúa como un filtro de paso alto, de modo que proporciona una estimación con ruido del ciclo económico. Alternativamente, se proponen métodos de regresión polinómica local de pasabanda con el objetivo de aislar el componente cíclico. Los resultados se comparan con filtros estándar de paso alto y pasabanda. Los procedimientos se ilustran usando la serie del PIB de Estados Unidos.

Palabras clave: ciclos económicos, regresión polinómica local, filtros, paso alto, pasabanda, ciclos EEUU.

Códigos JEL: C13.
Introduction

There is a large body of literature on methods to estimate the business cycle [1–4] and the Great Recession has rekindled the interest in business cycle analysis. Decompositions of aggregate output into a trend and a cyclical component or into trend, cycle and noise have an intrinsic interest in economic assessments. Moreover, cyclical developments in activity measures, such as GDP or unemployment, play a prominent role in Phillips Curve models that explain inflation dynamics. Finally, the proper analysis of the fiscal policy stance requires estimating cyclically adjusted budget balances.

Local polynomial regression [5–8] is a well-known method in the statistical literature, which has been used for business cycle analysis [9]. The underlying idea of this nonparametric method is that any function can be well approximated by a Taylor series expansion in the neighborhood of any point. This smooth function is then a natural estimator of the low frequency (long-run) component of the series (i.e., the trend or the trend-cycle component). When these methods are adopted for business cycle estimation, estimates of the business cycle are made with the contrast filter obtained by the difference of the series with this low frequency component. The resulting component is therefore obtained by a kind of high-pass filter, so that it provides an estimate of the cycle (plus short-run noise).

The aim of this communication is to assess the validity of local polynomial regression-based methods for business cycle analysis. We contribute to the literature in several ways. First, we provide a frequency domain interpretation of cyclical filters obtained on the basis of standard local polynomial regression methods, taking different assumptions about the bandwidths and kernels functions, and show that they act as a kind of high-pass filters so that they result in noisy cycles. Second, we propose what we call band-pass local polynomial regression, given that they operate as a kind of band-pass filter, as contrasts of cyclical filters and provide their frequency domain interpretation. Third, we compare these estimators to frequently used filters, such as Hodrick-Prescott, Baxter and King and Butterworth filters. Fourth, we illustrate the procedures using US GDP series.
### 2. Materials and Methods

#### 2.1. Standard (High-Pass) Local Polynomial Regression

The aim of standard local polynomial regression is to estimate the trend of a series $y_t$ as a possibly nonlinear function $m(x_t)$ of a variable $x_t$

$$y_t = m(x_t) + \varepsilon_t,$$

where $\varepsilon_t$ is an error term and the functional form $m(x)$ does not have a closed-form expression, so that standard nonlinear estimators cannot be applied. Here, we consider that $x_t$ is a deterministic variable, specifically a polynomial in time ($t$). To obtain the trend for a given date ($t_0$), a regression is fit using only the data belonging to an interval around $t_0$. The width of the interval used (the bandwidth) is a fixed number ($h$). As $h$ gets large, the local polynomial fit approaches the polynomial fit using the whole sample. Specifically,

$$y_t = a(t_0) + b_1(t_0)(t - t_0) + \ldots + b_k(t_0)(t - t_0)^k + \varepsilon_t, \quad t \in [t_0 - h, t_0 + h] \quad t = h + 1, \ldots, n - h$$

Each of these regressions is fit using weighted least squares (WLS), solving the following minimization problem and the trend estimate is then obtained as the fitted value of the regression.

$$\min_{a,b} \sum_{t=1}^{n} K\left(\frac{t - t_0}{h}\right) \left(y_t - a(t_0) - b_1(t_0)(t - t_0) - \ldots - b_k(t_0)(t - t_0)^k\right)^2$$

The trend estimate depends on a number of factors: First, the kernel function $K()$, which provides the weights for WLS. In the literature, several kernels have been proposed, the most common of which are shown in Table 1. The different kernels give more weight to points near $t_0$ and less weight to points further away, but they differ in the precise weights. Second, the window width ($h$), which determines the number of points used in each regression. Increasing (decreasing) $h$ involves using a wider (narrower) interval, which tends to increase (decrease) the smoothness of the trend. Third, the degree of the polynomial. In practice, choosing a local linear polynomial seems to provide a good balance between flexibility in reproducing the data and computational ease.

As noted in [6], the trend estimate of the local polynomial regression is simply a linear function of the dependent variable.

$$\hat{y}_t = \sum_{j=-h}^{h} r_j y_{t-j}$$

where $r_j$ are weights, that depend on the kernel function, the bandwidth and the degree of the polynomial.
Table 1. Alternative Kernel Functions.

<table>
<thead>
<tr>
<th>Kernel name</th>
<th>Kernel function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epanechnikov (EP)</td>
<td>( \frac{3}{4} (1-u^2) I(</td>
</tr>
<tr>
<td>Biweight (BI)</td>
<td>( \frac{15}{16} (1-u^2)^2 I(</td>
</tr>
<tr>
<td>Rectangular (RE)</td>
<td>( \frac{1}{2} I(</td>
</tr>
<tr>
<td>Triangular (TR)</td>
<td>( (1-</td>
</tr>
</tbody>
</table>

\( u \) is the argument of the kernel function and \( I(|u| \leq 1) \) is an indicator function that takes a value of one if its argument is true, and zero otherwise.

It is easily seen that, in the interior of a time series, the weights implied by the local polynomial regression are shift-invariant, so that the local polynomial fit works like a linear filter in the lag operator \( (L y_t = y_{t-1}) \). Further, it is easily shown that if the kernel function is symmetric, then the weights are symmetric \( (r_j^* = r_j) \), so the filter can be rewritten as

\[
\Phi(L) = r_0 + \sum_{j=1}^{h} r_j (L^{-j} + L^j)
\]

Note that symmetry of weights implies that the filter has no phase shift, so the timing of turning points is not distorted by this filter.

If \( \omega \in [0, \pi] \) denotes the frequency measured in radians, replacing \( L \) by the complex number \( e^{-i\omega} \) and using the identity \( e^{-i\omega} + e^{i\omega} = 2 \cos(\omega) \) gives the gain of the trend estimation filter

\[
G_T(\omega) = r_0 + \sum_{j=1}^{h} r_j (e^{-ij\omega} + e^{ij\omega}) = r_0 + 2 \sum_{j=1}^{h} r_j \cos(j\omega)
\]

In the context of business cycle estimation, estimates of the business cycle are made with the contrast filter obtained by the difference of the series with its low frequency component. The resulting component is, strictly speaking, a cyclical plus noise component, but in applications \([9]\) is taken as an estimator of the cycle. The gain function of the linear filter that estimates the cycle (plus noise) is

\[
G_c(\omega) = 1 - G_T(\omega)
\]

The gain function determines how the different cyclical fluctuations contribute to the signal. If \( G_c(\omega_p) = 1 \) cyclical fluctuations with period \( p = \frac{2\pi}{\omega_p} \) are fully passed, whereas if \( G_c(\omega_p) = 0 \) they are suppressed.
As shown in the results section below, local polynomial regression-based methods for business cycle analysis operate as a kind of high-pass filter, so in the comparisons below we compare them to an ideal high-pass filter. Formally, the ideal high-pass filter \( G_{j}^{HP} \) has a gain function given by

\[
G_{j}^{HP} (\omega) = \begin{cases} 
0 & \text{if } \omega < \omega_1 \\
1 & \text{if } \omega_1 \leq \omega
\end{cases}
\]

which means that cyclical fluctuations belonging to the interval \([\omega_1, \pi]\) pass through the filter untouched, but all other fluctuations are completely removed. In the empirical literature on the business cycle it is customary to consider 8 years (or 32 quarters) as a cut-off point.

### 2.2 Band-Pass Local Polynomial Regression

As shown in the results section below, local polynomial regression-based methods for business cycle analysis operate as a kind of high-pass filter. In the literature, trend plus cycle plus noise decompositions are often considered; the business cycle corresponds to a range of frequencies in a filter that is bounded both below and above, in order to censor both low frequency trends and high-frequency noise. This can be implemented by means of a band-pass filter. Formally, the ideal band-pass filter \( G_{j}^{BP} \) has a gain function given by

\[
G_{j}^{BP} (\omega) = \begin{cases} 
0 & \text{if } \omega < \omega_1 \\
1 & \omega_1 \leq \omega \leq \omega_2 \\
0 & \omega > \omega_2
\end{cases}
\]

which means that cyclical fluctuations belonging to the interval \([\omega_1, \omega_2]\) pass through the filter untouched, but all other fluctuations are completely removed. In the empirical literature on the business cycle it is customary to consider a band of interest corresponding to fluctuations between 8 and 32 quarters.

We propose to obtain band-pass local polynomial regression filters by means of the difference of two (high-pass) local polynomial regression-based filters for business cycle analysis.

\[
\Phi^{BP} (L; K_1, h_1, h_2, k_1, k_2) = \Phi^{HP} (L; K_1, h_1, k_1) - \Phi^{HP} (L; K_2, h_2, k_2)
\]

This filter will depend on two possibly different kernel functions, bandwidths and polynomial degrees. The filtered series would then be obtained as

\[
\hat{y}^{BP}_t = \Phi^{BP} (L) y_t
\]

For simplicity, below we consider a restricted version of this filter in which the kernel function and polynomial degree are the same. Specifically,

\[
\Phi^{BP} (L; K, h_1, h_2, k) = \Phi^{HP} (L; K, h_1, k) - \Phi^{HP} (L; K, h_2, k)
\]
3 Results

3.1 High-Pass Local Polynomial Regression

Figure 1 presents the implied gain functions of the contrast filter obtained by the difference of the series with its low frequency component using standard linear polynomial regressions to estimate the long run component, considering different kernels and bandwidths and Table 2 the quadratic distances with respect to an ideal high pass filter, focusing on fluctuations with period below 8 years (32 quarters). A comparison of these gain functions to the gain of an ideal high pass show a reasonable performance. Gains vary with the precise kernel and bandwidth chosen -the minimum being given by the Epanechnekov kernel with a bandwidth equal to 15- but there are three qualitative regularities shared by the different variants. First, low frequency movements are removed and high frequency movements fully passed through. Second, low bandwidths result in intermediate cycles being attenuated. Third, gain functions are not monotonically increasing.

Figure 1. Gain functions of high-pass local polynomial regression filters
### Table 2. Quadratic distances with respect to the ideal high pass filter (multiplied by 100).

<table>
<thead>
<tr>
<th>Bandwidth</th>
<th>Epanechnikov</th>
<th>Biweight</th>
<th>Rectangular</th>
<th>Triangular</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>6.79</td>
<td>8.76</td>
<td>5.77</td>
<td>8.10</td>
</tr>
<tr>
<td>10</td>
<td>1.43</td>
<td>2.24</td>
<td>1.23</td>
<td>1.92</td>
</tr>
<tr>
<td>15</td>
<td><strong>0.66</strong></td>
<td>0.79</td>
<td>1.27</td>
<td>0.73</td>
</tr>
<tr>
<td>20</td>
<td>0.75</td>
<td>0.71</td>
<td>2.33</td>
<td>0.82</td>
</tr>
</tbody>
</table>

*Note: Minimum value over kernels and bandwidths in bold font*

**3.2 Band-Pass Local Polynomial Regression**

Figure 2 presents the implied gain functions for band-pass linear polynomial regressions using different kernels and bandwidths. For a given kernel function, the band pass local polynomial regression estimate is defined as the difference between two contrast filters, the high-pass one for a given kernel and bandwidth and the high-pass one with the same kernel and bandwidth\(^1\) equal to 3 and Table 3 gives the quadratic distances with respect to a band pass filter, focusing on fluctuations with period below 8 years (32 quarters). A comparison of these gain functions to the gain of an ideal high pass show a performance that is not too satisfactory. Gains vary with the precise kernel and bandwidth chosen -the minimum being given by the biweight kernel with a bandwidth equal to 20 minus a biweight kernel with a bandwidth equal to 3- but there are two qualitative regularities shared by the different variants. First, low and high frequency movements tend to be suppressed, as expected from a band pass filter. Second, for a given kernel function the fit is highest for an intermediate value of the bandwidth.

---

1. Consideration of higher bandwidths resulted in a worse performance.
Figure 2. Gain functions of band pass local polynomial regression filters

Table 3. Quadratic distances with respect to the ideal band pass filter (multiplied by 100).

<table>
<thead>
<tr>
<th>Bandwidth</th>
<th>Epanechnikov</th>
<th>Biweight</th>
<th>Rectangular</th>
<th>Triangular</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>20.38</td>
<td>16.70</td>
<td>13.05</td>
<td>15.54</td>
</tr>
<tr>
<td>10</td>
<td>9.15</td>
<td>6.35</td>
<td>8.63</td>
<td>6.53</td>
</tr>
<tr>
<td>15</td>
<td>6.87</td>
<td>4.60</td>
<td>8.27</td>
<td>4.87</td>
</tr>
<tr>
<td>20</td>
<td>6.69</td>
<td>4.46</td>
<td>9.08</td>
<td>4.82</td>
</tr>
<tr>
<td>25</td>
<td>6.97</td>
<td>4.98</td>
<td>10.11</td>
<td>5.30</td>
</tr>
<tr>
<td>30</td>
<td>7.43</td>
<td>5.57</td>
<td>10.92</td>
<td>5.89</td>
</tr>
</tbody>
</table>

Differences with a filter with the same kernel and bandwidth equal to 3.

Note: Minimum value over kernels and bandwidths in bold font.
3.3 Empirical Applications. US Business Cycles

In this section, we document some features of aggregate economic fluctuations, which are commonly referred to as business cycles. We consider quarterly data from the postwar US economy. More specifically, we consider the Real Gross Domestic Product seasonally adjusted series, as released by the US Bureau of Economic Analysis. The sample period starts in 1947 Q1 and ends in 2016 Q2. We apply local polynomial regression-based methods and band-pass local polynomial regression methods to characterize the US business cycle, considering different kernel functions and bandwidths.

Regarding high-pass local polynomial regressions, we highlight the following results (Figure 3). First, as expected from the gain functions, we find that trends are removed, but noise is still present in what is typically termed the cyclical component. Second, there is an important degree of comovement among the different measures, both in terms of bandwidths and kernel functions. Third, higher bandwidths result in cyclical components with higher standard deviations.

**Figure 3. US Business Cycles. High-pass local polynomial regressions**

Regarding band-pass local polynomial regressions, we highlight the following results (Figure 4). First, as expected from the gain functions, we find that trends and noise are removed, so that estimates are smoother than those derived from standard local polynomial regression methods. Second, there is an important degree of comovement among the different measures, both in terms of bandwidths and kernel functions. Third, higher bandwidths result in cyclical components with higher standard deviations.

Regarding band-pass local polynomial regressions, we highlight the following results (Figure 4). First, as expected from the gain functions, we find that trends and noise are removed, so that estimates are smoother than those derived from standard local polynomial regression methods. Second, there is an important degree of comovement among the different measures, both in terms of bandwidths and kernel functions. Third, higher bandwidths result in cyclical components with higher standard deviations.
Figure 4. US Business Cycles. Band-pass local polynomial regressions

US cycles
Bandpass Epanechnikov kernel. Comparisons of different bandwidths

US cycles
Bandpass Biweight kernel. Comparisons of different bandwidths

US cycles
Bandpass Rectangular kernel. Comparisons of different bandwidths

US cycles
Bandpass Triangular kernel. Comparisons of different bandwidths
4 Discussion

4.1 High-Pass Local Polynomial Regression

Results of local polynomial regression-based estimators are compared to the widely used Hodrick and Prescott filter [10]. The HP estimator may be considered as a high-pass filter, which damps cyclical fluctuations with high periods and leaves short-run cycles barely untouched. As shown above, this property is also shared by local polynomial regression-based estimators. In Figure 5 and Table 4 we can see that the HP filter with a standard value of lambda equal to 1600 provides a slightly better approximation to the ideal high filter that the best performing local polynomial method (Epanechnikow with bandwidth equal to 15). However, local polynomial-based methods perform better than Hodrick and Prescott filters that use values of the lambda parameter which are higher or lower than the industry standard. It has to be borne in mind that kernel bandwidths are often estimated.

Figure 5. Comparison of different high-pass and bandpass filters.

Table 4. Quadratic distances with respect to the ideal high pass filter (multiplied by 100).

<table>
<thead>
<tr>
<th>Lambda</th>
<th>Hodrick-Prescott</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>4.91</td>
</tr>
<tr>
<td>1600</td>
<td>0.60</td>
</tr>
<tr>
<td>64,000</td>
<td>3.04</td>
</tr>
</tbody>
</table>

Note: Minimum value in bold font

The left panel of Figure 6 compares for the US economy the best performing linear polynomial regression-based method (Epanichnekov with bandwidth equal to 15), with Hodrick Prescott filters. We highlight that for this series the Epanechnikov filter is virtually identical to the standard Hodrick Prescott filter with lambda equal to 1600. Indeed, their correlation coefficient is 0.99. We also find that the higher the value of lambda the higher is the variability of the cyclical component.
Figure 6. US Business Cycles. Comparison of different high-pass and bandpass filters.

4.2 Band-Pass Local Polynomial Regression

Results of band-pass local polynomial estimators are compared to two widely used band pass filters: the filter put forward by Baxter and King [11] and the Butterworth filter [12,13]. In Figure 3 and Table 5 we can see that the best performing band-pass local polynomial regression is closer to the ideal band-pass filter than the one proposed by Baxter and King when the moving average equals 4 [BK(4)]. However, a Butterworth filter or a Baxter and King filter with a moving average equal to 12 [BK(12)] are closer to the ideal band-pass filter. In quantitative terms, the Butterworth filter provides a much more accurate approximation to the ideal filter than the Baxter and King filter. It has to be borne in mind that kernel bandwidths are often estimated and that better results could be obtained by combining kernels from different families.

Table 5. Quadratic distances with respect to the ideal band pass filter (multiplied by 100).

<table>
<thead>
<tr>
<th>Baxter &amp; King k = 4</th>
<th>Baxter &amp; King k = 12</th>
<th>Butterworth</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.64</td>
<td>1.41</td>
<td>0.76</td>
</tr>
</tbody>
</table>

Note: Minimum value in bold font

The right hand panel of Figure 6 compares for the US economy the best performing band pass local polynomial regression (Biweight 20-03) with band-pass methods typically used in the literature, namely Baxter and King and Butterworth filters. We highlight several results. First, we note that, as expected, band-pass filters provide smoother signals of the cyclical component than typical high-pass filters. Second, we find that the band-pass local polynomial regression closely resembles the Baxter and King (12) filter and Butterworth filters. Indeed, the correlation coefficient is 0.98 with the Baxter and King (12) filter and 0.95 with the Butterworth filter. We note that the Baxter and King filter has a truncation parameter that involves losing estimates of the cyclical component for the first and last periods of the sample. Indeed, Baxter and King (4) loses one year and Baxter and King (12) 3 years of data.
This paper provides a frequency domain interpretation of cyclical components obtained by local polynomial regression-based methods for business cycle analysis. We propose what we call band-pass local polynomial regression, as contrasts of standard local polynomial regression estimates and provide their frequency domain interpretation. We also compare results to frequently used filters, such as Hodrick-Prescott, Baxter and King and Butterworth filters. Procedures and comparisons presented are illustrated using the US GDP series.
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