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Abstract

We propose a new numerical method to solve stochastic models that combines the parameterized expectations (PEA) and the Smolyak algorithms. This method is especially convenient to address problems with occasionally binding constraints (a feature inherited from PEA) and/or a large number of state variables (a feature inherited from Smolyak), i.e. DSGE models that incorporate portfolio problems and incomplete markets. We describe the proposed Smolyak-PEA algorithm in the context of a one-country stochastic neoclassical growth model and compare its accuracy with that of a standard PEA collocation algorithm. Despite estimating fewer parameters, the former is able to reach the high accuracy levels of the latter. We further illustrate the working of this algorithm in a two-country neoclassical model with incomplete markets and portfolio choice. Again, the Smolyak-PEA algorithm approximates the solution of the problem with a high degree of accuracy. Finally, we show how this algorithm can efficiently incorporate both occasionally binding constraints and a partial information approach.
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1 Introduction

Macroeconomists are becoming increasingly interested in DSGE open economy models that incorporate portfolio problems and incomplete markets. These models are needed, for instance, to understand what is behind gross and net international capital flows, whose magnitudes have substantially increased over the last decades, and to analyze the macroeconomic impact that shocks may have in an economy as a function of its international portfolio structure (i.e. in terms of valuation effects).

Solving this kind of models, however, it is not an easy task. In fact, only recently few methods have been proposed in the literature which can deal with these models. Devereux and Sutherland (2007) and van Wincoop and Tille (2007) are examples of this literature. They have both developed perturbation methods where, put simply, the solution is based on approximations of the problem’s equilibrium conditions around the steady state, with a special emphasis on the portfolio equations.1 These methods are then convenient to analyze the effect of different shocks on a country’s equilibrium portfolio and on prices around the steady state. However, since these are local methods, they can not be used to study the optimal path of adjustment of an economy hit by permanent shocks that change its steady state. One example of this kind of shocks would be the worldwide demographic change. The literature has extensively studied the impact of this shock on net international capital flows using one-asset multi-country models.2 However, if one were to analyze the effect of this shock on gross capital flows or asset prices with a model incorporating portfolio decisions, then a global solution method would be needed.

In this paper we propose a global solution method that is suitable for solving stochastic models characterized by a large number of state variables and, in particular, DSGE open economy models with portfolio problems and incomplete markets. We combine two existing algorithms in the literature. On the one hand, we consider the parameterized expectation algorithm (PEA), a well-known projection method.3 In short, this method’s approach to solve stochastic problems consists on parameterizing the conditional expectations appearing in the problems’ first-order conditions. More specifically, we consider a variant of PEA called PEA collocation. This approach basically approximates those conditional expectations using polynomials whose unknown coefficients are determined by imposing that the approximation exactly holds at the so-called collocation points.

On the other hand, we make use of the Smolyak algorithm, first introduced in

---

1 Evans and Hnatkovska (2005) also develop a numerical method to solve problems with portfolio decisions and incomplete markets using perturbation methods, although in combination with projection methods and continuous time approximations techniques.
the economic literature by Krueger and Kubler (2004). This is a sparse grid method that is particularly convenient to address high-dimensional problems. An undesirable feature of the standard PEA collocation algorithm is that it becomes computationally unfeasible in problems with a large number of state variables. The underlying reason is that the number of collocation points and unknown coefficients to be found with this method grow exponentially with the dimension of the problem. The Smolyak algorithm breaks this curse of dimensionality basically by choosing carefully both the approximating function and the collocation points.

By combining the PEA collocation and the Smolyak algorithms, in what we call the Smolyak-PEA algorithm, we thus have a global projection method that is suitable to address high-dimensional problems, as those involving portfolio decisions in a multi-country set up. We illustrate the working of this method in the context of a stochastic two-country neoclassical model with incomplete markets and portfolio decisions and find that this method’s accuracy easily meets usual standards in the literature.

In addition, we apply the algorithm to two extensions of the basic set up. First, we consider a partial information scenario where individuals, in order to take their portfolio decisions, do not know the whole asset distribution in the economy but only some moments of it. The partial information approach, made popular by Krusell and Smith (1998), it is commonly adopted in the literature to solve models in which some kind of distribution enters into the individuals informational set. The advantage of this approach is that it reduces the dimensionality of these problems substantially. However, it obviously entails an accuracy loss relative to the full information case. With the exception of Krueger and Kubler (2004), this accuracy loss has not been quantified. In this sense, we show how the Smolyak-PEA algorithm can be implemented in a partial information scenario and provide a measure of the accuracy loss caused by the departure from full information.

Second, we add occasionally binding constraints to the portfolio problem faced by individuals. Such restrictions on portfolio decisions are common both in financial markets are in theoretical models. We show how the Smolyak-PEA algorithm can easily deal with this type of constraints. In fact, as argued by Christiano and Fisher (2000), it is precisely in the presence of these constraints when parameterizing conditional expectations is clearly more convenient than parameterizing policy functions, since the latter approach must undertake a cumbersome direct search for both the policy and multiplier functions. In addition, we study how the optimal policy functions change, in our set up, depending on the severity of portfolio constraints.

Before analyzing the performance of the Smolyak-PEA algorithm in a two-country model with portfolio decisions, the following section applies it to the standard one-country stochastic neoclassical growth model. This model, that allows us to introduce
in a simple way both the PEA and the Smolyak algorithms, has been traditionally used in the literature as the benchmark model in which to illustrate the working of different computational methods and to set comparisons among them. We follow this line and compare the performance of the Smolyak-PEA algorithm with that of a standard PEA collocation. We find that, for this simple model, the Smolyak-PEA algorithm achieves accuracy levels similar to those of a standard PEA collocation, despite the fact that it uses a substantially smaller number of collocation points and of coefficients in the approximating function. This is precisely the great advantage of this method and what makes it suitable to deal with high-dimensional problems, as those involving multi-country portfolio decisions.

2 One-country stochastic model

Consider the standard one-country stochastic neoclassical growth model:

$$\max \ E_0 \sum_{t=0}^{\infty} \beta^t \frac{c_t^{1-\sigma}}{1-\sigma}$$

subject to

$$c_t + k_{t+1} = (1 - \delta)k_t + \theta_t k_t^{\alpha} \ \forall t$$

where $$\log \theta_t = \rho \log \theta_{t-1} + \epsilon_t$$, $$\epsilon_t \sim N(0, \sigma^2)$$ and the initial conditions ($$k_0, \theta_0$$) are given.

The first order condition of this problem is:

$$c_t^{-\sigma} = \beta E_t \left[ c_{t+1}^{-\sigma} (\theta_{t+1} \alpha k_{t+1}^{\alpha-1} + 1 - \delta) \right]$$

(2)

If the utility function is logarithmic ($$\sigma = 1$$) and capital completely depreciates in one period ($$\delta = 1$$), this problem has an analytical solution. Namely, $$c_t = (1 - \alpha \beta) \theta_t k_t^\alpha$$. For general parameter values, however, a closed-form solution to this problem does not exist and numerical methods are needed to solve it.

2.1 PEA collocation

The parameterized expectation algorithm (PEA) is one of the available methods in the literature that can handle this type of stochastic problems. Its approach is simple. It notes that the conditional expectation in equation (2) is a function of the state variables, ($$k_t, \theta_t$$), and replaces it with a function $$\Psi(k_t, \theta_t; \Phi)$$, where both the functional form ($$\Psi$$) and the parameters ($$\Phi$$) are chosen so that this approximation
is as accurate as possible. Different ways of implementing this idea depend on the functional form chosen for the approximating function and/or on the procedure used to find the best set of parameters of that function. Christiano and Fisher (2000) describe several of these PEA algorithms in detail and compare them with other non-PEA algorithms in the context of the standard one-country stochastic neoclassical growth model. The comparison favors the so-called PEA collocation algorithm, a special case of Chebyshev PEA. On what follows, we focus on this method, that works in the following fashion:

A1.- Form a two-dimensional grid (since there are two state variables in this example), \( H^2 \), combining \( n_k \) different values of \( k \) and \( n_\theta \) different values of \( \theta \). The \( n_k \) \( (n_\theta) \) different values of \( k \) \( (\theta) \) are chosen to be the \( n_k \) \( (n_\theta) \) zeros of a Chebyshev polynomial of order \( n_k \) \( (n_\theta) \). The \( n \) zeros of a Chebyshev polynomial of order \( n \), \( \zeta^n = \{\zeta_1, \ldots, \zeta_n\} \), are defined by:

\[
\zeta_j = \cos \left( \frac{2j - 1}{2n} \pi \right), \quad j = 1, \ldots, n
\]

The different values in each dimension are then combined to create the grid using the tensor product. Namely,

\[
H^2 = \zeta^{n_k} \times \zeta^{n_\theta}
\]

A2.- Construct an approximating function combining Chebyshev polynomials in the following fashion:

\[
\Psi(k, \theta; \Phi) = \sum_{i=0}^{n_k} \sum_{j=0}^{n_\theta} \phi_{ij} T_i(\varphi(k)) T_j(\varphi(\theta))
\]

(3)

where \( T_n(x) \) denotes a Chebyshev polynomial of order \( n \) evaluated at \( x \in [-1, 1] \). Chebyshev polynomials of different orders are defined in the following way:

\[
\begin{align*}
T_0(x) &= 1 \\
T_1(x) &= x \\
T_n(x) &= 2xT_{n-1}(x) - T_{n-2}(x) \quad \forall n \geq 2
\end{align*}
\]

\footnote{In principle, choosing carefully the approximating function \( \Psi \) it should be possible to attain high levels of accuracy. For instance, if \( \Psi \) is a polynomial, arbitrary levels of accuracy could be obtained in the approximation by progressively increasing the order of the polynomial.}

\footnote{In general, form a \( d \)-dimensional grid, \( H^d \), of the \( d \) state variables of the problem.}

\footnote{State variables do not usually lie on the interval \([-1, 1]\), but it is possible to set upper and lower bounds for them. The function \( \varphi(\cdot) \) is then used to change the scale of those variables. For instance, in the case of \( k \), \( \varphi : \left[ \frac{k - a}{b - a}, \frac{b - k}{b - a} \right] \to [-1, 1] \). An example of such an scaling function would be \( \varphi(k) = \frac{2k - b}{b - a} - 1 \).}
A3.- In the approximating function (3) there are $n_k \times n_\theta$ unknown coefficients $\phi_{ij}$ that need to be determined. The approach used by this algorithm to find those coefficients is simple. It imposes that, at all grid points, also known as collocation points, $\Psi(k, \theta; \Phi)$ approximates exactly the conditional expectation in (2), where the latter is computed using standard quadrature techniques (i.e., Gauss-Hermite quadrature). The fact that there are exactly as many unknown coefficients as grid points makes it possible to reach such exact approximation. In this sense, since there are as many equations $\Psi(\cdot, \Phi) = E_t[\cdot]$ (one for each grid point) as unknowns (the $\phi_{ij}$'s), it would be possible to find those unknown coefficients using any standard non-linear equations solver. This approach, however, may be computationally cumbersome, especially if the number of grid points or unknowns is large. This is why, in practice, researchers have vastly prefer an iterative procedure of the following type:

A3i.- Make an initial assumption, $\Phi_0$, about the unknown coefficients.

A3ii.- For each grid point solve for $c_t$ such that

$$c_t^\sigma = \beta \Psi(k, \theta; \Phi_0)$$

and use the budget constraint (1) to find $k_{t+1}$.

A3iii.- For each grid point compute $E_t \left[ c_t^\sigma (\theta_{t+1} \alpha k_{t+1}^{\alpha-1} + 1 - \delta) \right]$ using standard quadrature techniques. The value to $k_{t+1}$ has been obtained in step A3ii and $c_{t+1}$ is computed so that $c_{t+1}^\sigma = \beta \Psi(k_{t+1}, \theta_{t+1}; \Phi_0)$ for the different values of $\theta_{t+1}$ considered in the quadrature procedure.

A3iv.- Obtain a new set of coefficients, $\Phi_1$, regressing $E_t \left[ c_t^\sigma (\theta_{t+1} \alpha k_{t+1}^{\alpha-1} + 1 - \delta) \right]$ on the right hand side of equation (3).

A3v.- If $\Phi_0$ and $\Phi_1$ are close enough (for a given degree of precision), stop the iterative procedure and approximate the conditional expectation in (2) using the approximating function (3) with these coefficients. Otherwise, update the coefficients and repeat steps A3ii-A3iv until convergence between $\Phi_t$ and $\Phi_{t+1}$ is achieved.

2.2 Smolyak-PEA

The PEA collocation algorithm described in section 2.1 works fairly well for low dimensional problems. However, as the dimension of the problem increases the implementation of this algorithm becomes exponentially more complicated. To get a sense of the curse of dimensionality faced by this algorithm simply note that, while in a 2-dimensional problem using polynomials of order 4 in the approximation implies finding 25 unknown coefficients, in problems with 6 or 9 state variables it would imply solving for 15,625 and 1,953,125 unknowns, respectively. The latter is clearly unfeasible and it is where the Smolyak algorithm becomes extremely convenient.
The Smolyak algorithm was first introduced in the economic literature by Krueger and Kubler (2004) and it is particularly indicated to deal with high-dimensional problems. The reason is simple. By choosing carefully both the approximating function and the collocation points, the number of unknown coefficients to be found in this algorithm does not grow exponentially with the dimension of the problem. More interestingly, as we will show, despite employing less coefficients in the approximations relative to other methods, there is no substantial accuracy loss in using this approach.

Krueger and Kubler (2004) study an overlapping generations economy with stochastic aggregate production and, by using the Smolyak algorithm, manage to solve problems with 20-30 state variables. In a different application of this algorithm, Malin, Krueger and Kubler (2007) consider a multi-country stochastic neoclassical growth model and are able to solve problems with up to 12 state variables. In both applications, however, the Smolyak algorithm is used to approximate the policy functions.\(^7\) The approach in this paper, instead, is to use the Smolyak algorithm to approximate the conditional expectations that appear in stochastic models, that is, in combination with the PEA algorithm. As argued by Christiano and Fisher (2000), this alternative route is particularly indicated if the problem being analyzed features occasionally binding constraints, as it is usually the case, for instance, in portfolio problems. In those cases, approximating the conditional expectations is more convenient than approximating the policy functions, since the latter approach needs to jointly parameterize the policy and the multiplier functions, what may be a cumbersome and complicated task.

We now describe how to combine the Smolyak and the PEA collocation algorithms. Incorporating the former into the procedure described in section 2.1 basically entails two changes:

B1.- *The grid.* There are two basic differences between the grid in PEA collocation and the grid in Smolyak. On the one hand, in Smolyak, the grid points in each dimension are not the zeros of Chebyshev polynomials but the extrema of those polynomials. The \(n\) extrema of a Chebyshev polynomial of order \(n\), \(G^n = \{G_1, \ldots, G_n\}\), are defined by:

\[
G_j = -\cos \left( \frac{j - 1}{n - 1} \pi \right), \quad j = 1, \ldots, n
\]

This difference is important because the extrema of a Chebyshev polynomial of a given order are nested in the extrema of higher order polynomials, i.e. \(G^n \subset G^{n+1}\) \(\forall n = 1, 2, \ldots\) This is crucial in reducing the dimensionality of the problem.

On the other hand, in Smolyak, the multi-dimensional grid is not created by simply

\(^7\)Both papers provide a detailed description of the Smolyak algorithm.
applying the tensor product to the set of grid points in each dimension. Instead, it is constructed according to the following expression:

\[ H^{d, \lambda} = \bigcup_{|i|=d+\lambda} G^{m(i_1)} \times \cdots \times G^{m(i_d)} \]

where \( i = (i_1, \ldots, i_d) \in \mathbb{Z}_{\geq 0}^d \) is a vector of positive integers, \(|i| = i_1 + \cdots + i_d\), \( d \) denotes the dimension of the problem (the number of state variables) and \( \lambda \) is a measure of the desired dimension of the grid (and, by extension, of the accuracy pursued in the whole approximation procedure). Finally, the \( m(\cdot) \)'s are integers that define the number of Chebyshev extrema to consider in each possible dimension. They are constructed in the following way:

\[
\begin{align*}
m(1) &= 1 \\
m(i) &= 2^{i-1} + 1 \text{ for } i = 2, 3, \ldots
\end{align*}
\]

**B2.- The approximating function.** In the Smolyak algorithm, the approximating function is constructed in the following fashion:

\[
\Psi(V; \Phi)^{d, \lambda} = \sum_{q \leq |i| \leq d+\lambda} (-1)^{d+\lambda-|i|} \binom{d-1}{d+\lambda-|i|} p^i(V)
\]  

(4)

where

\[
p^i(V) = \sum_{l_1=1}^{m(i_1)} \cdots \sum_{l_d=1}^{m(i_d)} \phi_{l_1 \ldots l_d} T_{l_1} (\varphi(v_1)) \cdots T_{l_d} (\varphi(v_d))
\]

and \( q = \max(d, \lambda + 1) \). \( V = (v_1, \ldots, v_d) \) is a \( d \)-dimensional vector of the state variables and the scaling function \( \varphi \) is used to place the values these variables on the interval \([-1, 1]\).

Thus, while in the standard collocation method the approximating function is just the tensor product of Chebyshev polynomials in each dimension, in Smolyak this function is constructed using linear combinations of tensor products of Chebyshev polynomials in certain dimensions. In any case, note that in this algorithm, as in the standard PEA collocation, the number of polynomial coefficients to be estimated is exactly equal to the number of grid points in \( H^{d, \lambda} \). In this sense, the number of grid points in \( H^{d, \lambda} \) (equal to the number of unknown coefficients in (4)) is given by equation (5) for an accuracy level \( \lambda = 2 \) and by equation (6) for an accuracy level \( \lambda = 3 \).

\[
\dim(H^{d,2}) = 1 + 4d + 2d(d - 1)
\]  

(5)

\[
\dim(H^{d,3}) = 1 + 8d + 6d(d - 1) + \frac{8d(d - 1)(d - 2)}{6}
\]  

(6)
A simple exploration of these formulas makes evident how the Smolyak algorithm is able to avoid the *curse of dimensionality* faced by the PEA collocation algorithm. For instance, in a problem with 9 state variables, using Smolyak with an accuracy level $\lambda = 2$ ($\lambda = 3$) would imply solving for 181 (1,177) unknowns. This is feasible and it contrasts with the number of unknowns that a PEA collocation algorithm would need to estimate in a problem with the same dimension. Moreover, we will show below (and this has also been shown by Krueger and Kubler (2004) and Malin, Krueger and Kubler (2007)) that using Smolyak with accuracy levels $\lambda = 2$ or $\lambda = 3$ is enough to reach the precision levels in the approximations typically considered in the literature.

2.3 Quantitative evaluation

This section evaluates, in the context of the one-country stochastic neoclassical growth model, the performance of the Smolyak-PEA algorithm presented in section 2.2 and compares it with that of the standard PEA collocation. The purpose of this comparison is to show that applying the Smolyak method to the parameterization of conditional expectations delivers similar or even better results in terms of the quality of approximations than the standard PEA collocation algorithm. And this is despite the fact that the former requires the computation of a much lower number of polynomial coefficients.

To begin with, we consider the following standard parameterization of the model:

Table 1. Parameter values

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\sigma$</th>
<th>$\delta$</th>
<th>$\rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.33</td>
<td>0.95</td>
<td>1.5</td>
<td>0.02</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Regarding volatility, we follow Malin, Krueger and Kubler (2007) and evaluate the performance of the two algorithms in two different scenarios. A low volatility scenario, where $\sigma_e = 0.001$, and a high volatility one where $\sigma_e = 0.01$.

The comparison between algorithms is established in terms of two commonly used measures of accuracy: an *economic* measure in line with Judd (1992) and a *statistical* measure in line with Den Haan and Marce (1994). The *economic* measure evaluates how large are (in economic terms) the deviations from the problem’s equilibrium conditions generated by the approximation procedure. In this particular example, the deviation is just:

$$u_t = c_t - \left[ \beta E_t \left[ c_{t+1}^\sigma \left( \theta_{t+1} + \alpha k_{t+1}^{\alpha-1} + 1 - \delta \right) \right] \right]^{\frac{1}{\sigma}}$$

(7)
Expressing that deviation in consumption terms, one may consider two different measures of accuracy after evaluating (7) for a particular set of points:

\[ E_{\text{mean}} = \log_{10} \left( E \left| \frac{u_t}{c_t} \right| \right) \quad (8) \]

\[ E_{\text{max}} = \log_{10} \left( \max \left| \frac{u_t}{c_t} \right| \right) \quad (9) \]

The interpretation of these measures is straightforward. For instance, \( E_{\text{mean}} = -5 \) (\( E_{\text{max}} = -5 \)) means that, for the set of points considered, individuals using the approximation rule make, on average (at most), an error of $1 when consuming $100,000.

Regarding the statistical measure, we consider the test proposed by Den Haan and Marcet (1994), which basically checks whether simulated series generated by a given numerical solution method satisfy the rational expectations assumption or not. According to this assumption, errors made by individuals at a given period when forecasting the future must be orthogonal to that period information set, \( \Omega_t \). More specifically, it must happen that:

\[ E [e_t \otimes h (x_t)] = 0 \]

for any \( k \)-dimensional vector \( x_t \) belonging to \( \Omega_t \) and any function \( h : R^k \rightarrow R^n \), where \( e_t \) denotes the forecasting errors at period \( t \). In our particular example,\(^9\)

\[ e_t = \beta E_t c_{t+1}^{-\sigma} (\theta_{t+1} \alpha k_{t+1}^{\alpha-1} + 1 - \delta) - c_t^{-\sigma} \]

\[ h_t = \begin{bmatrix} 1 & k_t & k_{t-1} & k_{t-2} & \theta_t & \theta_{t-1} & \theta_{t-2} \end{bmatrix}^\prime \]

In practice, this test is typically implemented in the following way:

(i) Simulate the model a large number of times and, for each of them, compute \( TB_T A_T^{-1} B_T \), where

\[ B_T = \frac{1}{T} \sum_{t=1}^{T} e_t \otimes h_t \]

\[ A_T = \frac{1}{T} \sum_{t=1}^{T} e_t^2 h_t h_t' \]

\(^8\)Note that, by construction, deviations in (7) are exactly zero at the collocation points, both in the Smolyak-PEA and in the PEA collocation algorithms. Thus, it only makes sense to compute this accuracy measure at points different from the collocation points used in the estimation of the approximating function.

\(^9\)We use the same function \( h \) as Den Haan and Marcet (1994) but, in principle, a different one could be used.
and $T$ is the number of periods considered in each simulation.

(ii) Den Haan and Marcet (1994) show that, under some conditions, the statistic $TB_T A_T^{-1} B_T$ is distributed according to a $\chi^2_0$. Then, observe the percentage of the simulations in which the statistic lies in the lower ($P_{05}$) and upper ($P_{95}$) critical 5% of that distribution. The closer those two percentages are to 5%, the better.

Tables 2 and 3 show the performance of the standard PEA collocation and the Smolyak-PEA algorithms for the low volatility and high-volatility scenarios, respectively, in terms of the accuracy measures described above. We stop both algorithms when, in the curse of the iterative procedure they use to find the unknown coefficients of their approximating functions, it happens that $\| \Phi_t - \Phi_{t+1} \| < 1e-6$. For the PEA collocation exercise we consider $n_k = n_d = 10$. We compute the economic accuracy measures for two set of points. On the one hand, we simulate the model for 1200 periods and compute (8) and (9) using the last 1000 periods (Simulation). We start the simulation in the non-stochastic steady state and drop the first 200 periods so as to get rid of the effect of initial conditions. The sequence of shocks is the same for both algorithms, what makes the accuracy measures computed in this exercise fully comparable. On the other hand, we also form a new grid of the state variables and compute (8) and (9) using those grid points (Grid). Finally, to implement the Den Haan-Marcet test, we run 1000 simulations of the model of 1000 periods each.

Table 2. Accuracy evaluation: Low volatility scenario

<table>
<thead>
<tr>
<th>Economic measure</th>
<th>Statistical measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation</td>
<td>Grid</td>
</tr>
<tr>
<td>$E_{\text{mean}}$</td>
<td>$E_{\text{max}}$</td>
</tr>
<tr>
<td>PEA collocation</td>
<td></td>
</tr>
<tr>
<td>-7.62</td>
<td>-7.12</td>
</tr>
<tr>
<td>Smolyak-PEA ($\lambda = 2$)</td>
<td></td>
</tr>
<tr>
<td>-7.05</td>
<td>-6.57</td>
</tr>
<tr>
<td>Smolyak-PEA ($\lambda = 3$)</td>
<td></td>
</tr>
<tr>
<td>-7.63</td>
<td>-7.12</td>
</tr>
</tbody>
</table>

Table 3. Accuracy evaluation: High volatility scenario

<table>
<thead>
<tr>
<th>Economic measure</th>
<th>Statistical measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation</td>
<td>Grid</td>
</tr>
<tr>
<td>$E_{\text{mean}}$</td>
<td>$E_{\text{max}}$</td>
</tr>
<tr>
<td>PEA collocation</td>
<td></td>
</tr>
<tr>
<td>-6.24</td>
<td>-6.21</td>
</tr>
<tr>
<td>Smolyak-PEA ($\lambda = 2$)</td>
<td></td>
</tr>
<tr>
<td>-4.22</td>
<td>-3.77</td>
</tr>
<tr>
<td>Smolyak-PEA ($\lambda = 3$)</td>
<td></td>
</tr>
<tr>
<td>-6.29</td>
<td>-5.54</td>
</tr>
</tbody>
</table>

Looking at Tables 2 and 3, it is clear that both the Smolyak-PEA and the PEA collocation algorithms reach very high levels of accuracy, both in terms of the economic accuracy measures and in terms of the Den Haan-Marcet test. The fact that, overall, the Smolyak-PEA algorithm exhibits a similar degree of accuracy as the standard
collocation approach is remarkable and it is a very promising result prior to applying this algorithm to problems with a large number of state variables, where methods like PEA collocation face the *curse of dimensionality* and can not be used.\(^\text{10}\) Note also that this result holds despite the fact that the Smolyak-PEA algorithm employs fewer coefficients than the PEA collocation one. Namely, in the latter we are estimating 100 coefficients while in the former only 13 (29) are estimated with \(\lambda = 2\) (\(\lambda = 3\)).

Obviously, within the Smolyak-PEA algorithm, the higher \(\lambda\) the better the approximation. Moreover, as in Malin, Krueger and Kubler (2007), it is reasonable to expect that accuracy in the high volatility case is lower than in the low volatility one. Finally, the *economic* accuracy measure is higher when computed at the simulated points rather than at the grid points. The reason is that the grid points selected for doing these accuracy tests are evenly spaced in the state space and, consequently, they include some combinations of the state variables that are extreme and where non-linearities are potentially important. In contrast, the simulated points are more centered around the realizations of the shocks that are more likely and where the model behaves more smoothly.

## 3 Two-country model with portfolio decisions and incomplete markets

This section shows how to apply the Smolyak-PEA algorithm presented in section 2.2 to a problem with portfolio decisions and incomplete markets. Namely, consider a one-sector stochastic neoclassical growth model *with two countries*. A representative agent in each country solves the following intertemporal maximization problem:

\[
Max\ E_0 \sum_{t=0}^{\infty} \beta^t \frac{c_{i,t}^{1-\sigma}}{1-\sigma}
\]

subject to

\[
c_{i,t} + \sum_{j=1}^{2} a_{i,j,t+1} + \frac{\pi}{2} \sum_{j=1}^{2} \frac{\pi}{2} \sum_{j=1}^{2} \frac{\pi}{2} \sum_{j=1}^{2} (1 + r_{j,t}) a_{i,j,t} + w_i L_{i,t} \forall t
\]

(10)

where \(c_{i,t}\) denotes consumption in country \(i\) at period \(t\), \(i = \{1, 2\}\), \(a_{i,j,t}\) is the capital of country \(j\) in hands of country \(i\)’s representative agent at period \(t\), \(r_{j,t}\) is the net rate of return of country \(j\)’s capital at period \(t\), and \(w\) denotes wages. Each country’s representative agent is endowed one unit of time in each period, which

\(^{10}\)The purpose of this exercise is not to reach the highest accuracy level with each algorithm, but to see if these methods’ accuracy is in the same order of magnitude. In this sense, it is clear that one could increase the accuracy of the PEA collocation algorithm by considering larger values of \(n_k\) and \(n_0\), and of the Smolyak-PEA by increasing \(\lambda\).
he inelastically supplies to his domestic labor market (i.e., labor is immobile across countries). The discount parameter, $\beta$, is assumed to be the same for all agents.

In this set up, the portfolio problem faced by individuals in both countries is clear. In order to smooth their consumption over time, to transfer wealth across periods, individuals can use different mixtures of two assets, capital in country 1 and capital in country 2, being the return of both investments uncertain. Note that these portfolio decisions are affected by the presence of quadratic portfolio costs on each type of asset holdings, the third term on the left hand side of equation (10). The reason to include these costs is the following. It is well-known that open economy models with incomplete markets face stationarity problems. Using small quadratic portfolio costs is one of the routes pursued in the literature to get rid of those problems. In particular, with very small portfolio costs, governed by the parameter $\pi$, one can induce stationarity but still get portfolio decisions close to those resulting if these costs were completely absent.

The two first order conditions of country $i$’s representative agent problem are:

$$c_{i,t}^{-\sigma} = \frac{\beta}{1 + \pi a_{i,1,t+1}} E_t [c_{i,t+1}^{-\sigma} (1 + r_{1,t+1})]$$

$$c_{i,t}^{-\sigma} = \frac{\beta}{1 + \pi a_{i,2,t+1}} E_t [c_{i,t+1}^{-\sigma} (1 + r_{2,t+1})]$$

A representative firm in each country hires labor and capital in each period in a competitive fashion. Namely, the representative firm in country $i$ solves the following problem at period $t$:

$$\max \quad \theta_{i,t} K_{i,t}^\alpha L_{i,t}^{1-\alpha} - (r_{i,t} + \delta) K_{i,t} - w_{i,t} L_{i,t}$$

where each firm TFP (i.e., each country TFP) evolves according to the following vector autoregressive process:

$$\begin{pmatrix} \log \theta_{1,t} \\ \log \theta_{2,t} \end{pmatrix} = \begin{pmatrix} \rho_1 & 0 \\ 0 & \rho_2 \end{pmatrix} \begin{pmatrix} \log \theta_{1,t-1} \\ \log \theta_{2,t-1} \end{pmatrix} + \begin{pmatrix} \varepsilon_{1,t} \\ \varepsilon_{2,t} \end{pmatrix}$$

or in compact form $\log(\theta_t) = A \log(\theta_{t-1}) + \varepsilon_t$. The innovations $\varepsilon_t$ are serially independent and they are distributed according to a bivariate normal distribution.

---

11 The Smolyak-PEA algorithm presented in this paper may also solve models with endogenous labor supply. We consider an inelastic labor supply here just for simplicity.

12 Adding a risk-free asset to this problem would not imply any significant change in the solution method described here.

13 This is the approach followed, for instance, by Heathcote and Perri (2002). For a discussion on different alternative ways of inducing stationarity in this type of models see Schmitt-Grohe and Uribe (2003).
with mean zero and variance-covariance matrix $\Sigma$. By making the off-diagonal terms of matrix $A$ equal to zero we are assuming, as most of the literature, that there are no spillovers in the transmission of shocks (although shocks may be correlated, as determined by matrix $\Sigma$). However, everything that follows would perfectly apply to any arbitrary matrix $A$.

The first order conditions of firms’ problems define the economy prices. Namely, for $i = \{1, 2\}$ and $\forall t$

$$r_{i,t} = \theta_{i,t} \alpha \left( \frac{K_{i,t}}{L_{i,t}} \right)^{\alpha-1} - \delta$$

$$w_{i,t} = \theta_{i,t} (1 - \alpha) \left( \frac{K_{i,t}}{L_{i,t}} \right)^\alpha$$

The model is closed with the market clearing conditions in the labor and capital markets:

$$L_{i,t} = 1 \ \forall i, t$$

$$K_{i,t} = \sum_{j=1}^{2} a_{i,j,t} \ \forall i, t$$

### 3.1 Full information vs. partial information

The state variables of the problem presented above are the TFP level in each country and the whole distribution of assets in the economy. More specifically, the vector of state variables is:14

$$[a_{1,1} \ a_{1,2} \ a_{2,1} \ a_{2,2} \ \theta_1 \ \theta_2] \quad (12)$$

We are going to consider two different cases: a full information and a partial information case. In the full information case, we consider that individuals, when solving their consumption-portfolio problems, know the whole state of the economy given by vector (12). Instead, in the partial information case, we consider that individuals do not know the whole distribution of assets in the economy, and they only know their own asset holdings and the aggregate amount of capital in each country. More specifically, the representative agent in country $i$, $i = \{1, 2\}$, has the following information:

$$[a_{i,1} \ a_{i,2} \ K_1 \ K_2 \ \theta_1 \ \theta_2] \quad (13)$$

14We drop time subscripts for simplicity.
In this two-country set up, the full and the partial information approaches have
the same dimension. However, to see the usefulness of the partial information
approach, note that in a 6-country set up, for instance, the dimension of the problem
in the full information case would be 42, while in the partial information case it would
only be 18. Thus, even if the Smolyak algorithm is able to handle high-dimensional
problems, if the dimension of the problem is too high, it may be useful to combine
the Smolyak algorithm and the partial information approach. We argue that this
is specially relevant for the study of international portfolio problems, which become
very high-dimensional problems very easily.

3.1.1 Full information. Computation strategy

The full information problem can be solved with the Smolyak-PEA algorithm basic-
ally following the steps described in section 2 for the case of a one-country neoclas-
sical growth model. One just need to realize that, in this case, the model’s equilibrium
conditions contain four conditional expectations that need to be parameterized. These
are the steps to follow:

C1.- Form a grid of the state vector (12) according to the procedure B1.

C2.- Construct an approximating function for each of the 4 conditional expectations
of the model according to B2. Namely,

\[
\begin{align*}
\Psi_{11}(a_{1,1}, a_{1,2}, K_1, K_2, \theta_1, \theta_2; \Phi_{11}) & \simeq E_t \left[ e^{-\sigma_1} \left( \frac{K_{1,t+1}}{L_{1,t+1}} \right)^{\alpha - 1} + 1 - \delta \right] \\
\Psi_{12}(a_{1,1}, a_{1,2}, K_1, K_2, \theta_1, \theta_2; \Phi_{12}) & \simeq E_t \left[ e^{-\sigma_1} \left( \frac{K_{2,t+1}}{L_{2,t+1}} \right)^{\alpha - 1} + 1 - \delta \right] \\
\Psi_{21}(a_{2,1}, a_{2,2}, K_1, K_2, \theta_1, \theta_2; \Phi_{21}) & \simeq E_t \left[ e^{-\sigma_2} \left( \frac{K_{1,t+1}}{L_{1,t+1}} \right)^{\alpha - 1} + 1 - \delta \right] \\
\Psi_{22}(a_{2,1}, a_{2,2}, K_1, K_2, \theta_1, \theta_2; \Phi_{22}) & \simeq E_t \left[ e^{-\sigma_2} \left( \frac{K_{2,t+1}}{L_{2,t+1}} \right)^{\alpha - 1} + 1 - \delta \right]
\end{align*}
\]

15The fact that in this partial information set up country i’s representative agent could, in prin-
ciple, know the asset holdings of country j’s representative agent simply using the market clearing
condition in capital markets, \( K_{i,t} = \sum_{j=1}^{2} a_{j,i,t} \), could be misleading. In particular, it could induce
someone to think that the information in hands of individuals is the same in the full and in the
partial information set ups. This is not correct. As it will be clearer below, in the partial information
approach one country’s representative agent behaves as if he could not really know the other agent’s
capital holdings (in fact, in a multi-country setting with more than 2 countries, he wouldn’t be able
to know that even after using the market clearing conditions).
C3.- For each conditional expectation, follow the iterative procedure A3i-A3v. Just note that one needs to solve simultaneously for \( c_{i,t} \), \( a_{i,1,t+1} \) and \( a_{i,2,t+1} \), \( i = \{1, 2\} \). In the computations, \( K_{i,t+1} = \sum_{j=1}^{2} a_{j,i,t+1} \forall i \).

### 3.1.2 Partial information. Computation strategy

The partial information problem can be solved in the following fashion:

**D1.-** According to the procedure B1, form two grids, one for the state vector of country 1’s representative agent (\( i = 1 \) in (13)) and another one for the state vector of country 2’s representative agent (\( i = 2 \) in (13)).

**D2.-** Construct an approximating function for each of the 4 conditional expectations of the model as in step C2.

**D3.-** Consider that individuals make forecasts about next period values of country 1 and country 2 aggregate capital, denoted by \( K_1' \) and \( K_2' \), combining current and past information in a particular fashion. Namely, we assume that all agents use the following forecasting rules:

\[
\log K_1' = \eta_{10} + \eta_{11} \log K_1 + \eta_{12} \log K_2 + \eta_{13} \log \theta_1 + \eta_{14} \log \theta_2 \tag{14}
\]

\[
\log K_2' = \eta_{20} + \eta_{21} \log K_1 + \eta_{22} \log K_2 + \eta_{23} \log \theta_1 + \eta_{24} \log \theta_2 \tag{15}
\]

or in compact form, \( K'_i = f(K_1, K_2, \theta_1, \theta_2; \eta_i), i = \{1, 2\} \), where the \( \eta \)'s are parameters that need to be found optimally within the numerical procedure. Certainly, there are many alternative forecasting rules that could be used. They could include, for instance, more lags of the aggregate state variables. However, as we will show below, the forecasting rules (14) and (15), that are similar to others used in the literature that considers partial information set ups, work really well in our problem in terms of accuracy.

Forecasting rules are needed for an obvious reason. For exactly the same reason individuals need to know the law of motion of each country TFP, equation (11), in order to take their decisions, they also need to know how the other aggregate state variables in their information sets, \( K_1 \) and \( K_2 \), are expected to behave in the future. The forecasting rules provide that information.

**D4.-** Make an initial assumption, \( \eta_i^0 \) and \( \eta_i^0 \), about the values of the \( \eta \)'s parameters in the forecasting rules and initiate the iterative procedure A3i-A3v. The difference with respect to the strategy described in section 3.1.1 for the full information case is that, in this case, the \( K_{i,t+1} \)'s that enter into the conditional expectations are
not constructed as \( K_{i,t+1} = \sum_{j=1}^{2} a_{j,i,t+1} \forall i \), but as \( K_{i,t+1} = F(K_{1,t}, K_{2,t}, \theta_{1,t}, \theta_{2,t}; \eta_{t}^{0}) \) \( \forall i \). In this sense, note that individuals do not have enough information to infer other individuals’ next period asset holdings and, therefore, can not use the former formula.

D5.- At the end of each iteration of the procedure A3i-A3v update, not only the coefficients in the approximating function, \( \Phi \), but also the coefficients in the forecasting rules, \( \eta \). To update the \( \eta \)'s, at the end of each iteration, simulate the model for a given sequence of technology shocks approximating the conditional expectations with the last \( \Phi \) computed. Then, with the simulated data make the regressions implicit in (14) and (15) and obtain new \( \eta \)'s.

D6.- Stop the iterative procedure when there is convergence both in \( \Phi \) and in \( \eta \).

### 3.1.3 Quantitative evaluation

This section evaluates how accurately the Smolyak-PEA algorithm is able to solve the full information and the partial information scenarios described above. For simplicity, we assume that the two countries are identical and use the same parameter values as in the one-country case (Table 1). In addition, we set \( \pi = 0.0001 \), which makes quadratic portfolio costs so small that they do not interfere significantly in the individuals’ portfolio decisions. As in section 2.3, the quantitative evaluation is performed both in a low volatility scenario, with \( \Sigma = \begin{pmatrix} 0.001^2 & 0 \\ 0 & 0.001^2 \end{pmatrix} \), and in a high volatility one with \( \Sigma = \begin{pmatrix} 0.01^2 & 0 \\ 0 & 0.01^2 \end{pmatrix} \).

The unknown coefficients of the approximating functions and, in the case of the partial information scenario, of the forecasting rules are determined following the strategies described in sections 3.1.1 and 3.1.2. With them, we run 100 simulations of the model, of 1200 periods each, both in the low volatility and in the high-volatility scenarios. In each simulation, (8) and (9) are computed for the last 1000 periods (we drop the first 200 periods to eliminate the effect of initial conditions) and each of the 4 first order conditions of the problem. Figures 1-4 show these errors for the full and the partial information cases, in all simulations and in the two volatility scenarios. Table 4 summarizes the information in the figures by taking the average and the max across simulations.
As one could expect, the approximation is more accurate in the full information case than in the partial information case, and in the low volatility case than in the high volatility one. More importantly, (i) the algorithm’s accuracy in all scenarios meets usual standards in the literature and (ii) it seems that the loss in accuracy associated to the use of the partial information approach is negligible. The latter result is especially interesting. Researchers have extensively used the Krusell-Smith partial information approach when solving the full information version of their models was difficult. Then, they usually report the $R^2$ obtained in the estimation of the forecasting rules, but do not compare their accuracy results with those of the full information scenario. We do this here and find that the accuracy loss of using a partial information approach is very small. One must note, however, that this is obviously a model-specific finding and it could not hold in more complex models. For completeness, Table 5 reports the estimated forecasting rules and their $R^2$. 
Table 4. Full information vs. partial information: Accuracy

<table>
<thead>
<tr>
<th></th>
<th>Low volatility</th>
<th>High volatility</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean($E_{mean}$)</td>
<td>max($E_{max}$)</td>
</tr>
<tr>
<td>Full information</td>
<td>-6.4810</td>
<td>-5.9056</td>
</tr>
<tr>
<td>Partial information</td>
<td>-6.3475</td>
<td>-5.1964</td>
</tr>
</tbody>
</table>

Table 5. Partial information: Estimated forecasting rules

<table>
<thead>
<tr>
<th>Indep. var.</th>
<th>Dep. var</th>
<th>Low volatility log $K_1'$</th>
<th>log $K_2'$</th>
<th>High volatility log $K_1'$</th>
<th>log $K_2'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td></td>
<td>0.1242</td>
<td>0.1241</td>
<td>0.1260</td>
<td>0.1265</td>
</tr>
<tr>
<td>log $K_1$</td>
<td></td>
<td>0.47239</td>
<td>0.47239</td>
<td>0.47118</td>
<td>0.47103</td>
</tr>
<tr>
<td>log $K_2$</td>
<td></td>
<td>0.47237</td>
<td>0.47238</td>
<td>0.47279</td>
<td>0.47271</td>
</tr>
<tr>
<td>log $\theta_1$</td>
<td></td>
<td>0.73615</td>
<td>-0.59358</td>
<td>0.73717</td>
<td>-0.59239</td>
</tr>
<tr>
<td>log $\theta_2$</td>
<td></td>
<td>-0.59359</td>
<td>0.73614</td>
<td>-0.59433</td>
<td>0.73533</td>
</tr>
<tr>
<td>$R^2$</td>
<td></td>
<td>0.999995</td>
<td>0.999995</td>
<td>0.999497</td>
<td>0.999664</td>
</tr>
</tbody>
</table>

3.2 Portfolio constraints

Both in financial markets are in theoretical models, portfolio decisions are often conditioned by occasionally binding constraints. This section shows how easily the Smolyak-PEA algorithm can accommodate this type of constraints. In fact, as pointed out by Christiano and Fisher (2000), the parameterized expectation approach has a relative advantage over other approaches focusing on policy functions precisely in the presence of these constraints. Thus, while the former method only needs to undertake slight modifications in the algorithm to deal with these constraints (as we will show below), the latter ones need to simultaneously parameterize the policy and the multiplier functions, what substantially complicates the search process. Therefore, we see this paper, that applies the Smolyak algorithm to the parameterization of conditional expectations, as complementary to the work in Krueger and Kubler (2004) and in Malin, Krueger and Kubler (2007), which apply the Smolyak algorithm to the parameterization of policy functions, being particularly useful in the presence of occasionally binding constraints.

To illustrate how the Smolyak-PEA algorithm works in the presence of occasionally binding constraints, we consider the two-country model described above and impose the following restriction on the portfolio decisions of country 1’s representative agent:

\[ a_{1,2,t+1} \leq \mu \left[ a_{1,1,t+1} + a_{1,2,t+1} \right] \forall t \]  \hspace{1cm} (16)
In words, this agent can not have more than a fraction $\mu \in [0,1]$ of his wealth invested abroad.\footnote{Similar restrictions on foreign investment are often encountered, for instance, by managers of pension funds in many countries.} If $\mu = 0$, foreign investment is not allowed, while the constraint (16) never binds if $\mu = 1$. The equilibrium conditions at period $t$ of this agent’s maximization problem are now:\footnote{The problem of country 2’s representative agent is identical to the one presented in the previous sections and we omit it here.}

\[
\begin{align*}
    c_{1,t}^{-\sigma} (1 + \pi a_{1,1,t+1}) &= \beta E_t \left[ c_{1,t+1}^{-\sigma} (1 + r_{1,t+1}) \right] + \lambda_t \frac{\mu}{1 - \mu} \\
    c_{1,t}^{-\sigma} (1 + \pi a_{1,2,t+1}) &= \beta E_t \left[ c_{1,t+1}^{-\sigma} (1 + r_{2,t+1}) \right] - \lambda_t \\
    \lambda_t \left[ \frac{\mu}{1 - \mu} a_{1,1,t+1} - a_{1,2,t+1} \right] &= 0 \\
    c_{1,t} + \sum_{j=1}^{2} a_{1,j,t+1} + \frac{\pi}{2} \sum_{j=1}^{2} a_{1,j,t+1}^2 &= \sum_{j=1}^{2} (1 + r_{j,t}) a_{1,j,t} + w_{1,t}
\end{align*}
\]

where $\lambda$ is the Lagrange multiplier associated to (16).

Using the Smolyak-PEA algorithm to solve this new problem is very easy. There is only one difference with respect to the procedure described in sections 3.1.1 and 3.1.2. In the curse of the iterative procedure $A3i-A3v$, when solving simultaneously for $c_{i,t}$, $a_{i,1,t+1}$ and $a_{i,2,t+1}$, $i = \{1,2\}$, assume first that the portfolio constraints are not binding (in this case, $\lambda_t = 0$) and solve the problem. Then, check if optimal decisions found under that assumption actually satisfy the constraints. If they do, one can proceed. If they don’t, solve the problem again but, at this time, looking also for a greater than zero Lagrange multiplier. This positive multiplier must also be taken into account when checking the accuracy of approximations.

### 3.2.1 Policy functions

This section illustrates the effects of (16) on the policy functions of both countries’ representative agents. In particular, we show how both individuals’ optimal asset holdings, as a function of country 2’s current technology level, change depending of the severity of country 1’s portfolio constraint. We consider three values of $\mu$. The first, $\mu = 0.6$, basically implies that (16) never binds. In the second case, $\mu = 0.5$, the constraint is occasionally binding. Finally, with $\mu = 0.4$, the constraint is binding almost always. The exercises are performed in a full information scenario and use the same parameter values considered in section 3.1.3. Furthermore, country 1’s TFP level is always assumed to be at its mean value. Figure 5 shows the results.
As expected, all agents want to invest more in country 2’s capital the higher is country 2’s TFP level today, since this signals a higher return to capital in that country in the following period due to the persistence in \( \theta \). However, the investment in country 2’s capital of country 1’s representative agent is restricted. When \( \mu = 0.6 \) this restriction does not bind. Instead, for \( \mu = 0.5 \) the restriction begins to bind.
as $\theta_2$ departs significantly from $\theta_1$. Finally, for $\mu = 0.4$ the constraint always binds. Two results are worth-mentioning. First, note that domestic investment of country 1’s representative agent increases with $\theta_2$ when he is constrained. The reason behind this apparently counterintuitive result is obvious. Given the particular portfolio constraint we have considered, (16), constrained individuals may increase their foreign investment by increasing their domestic investment. That is why we find that domestic investment of constrained individuals increases even when that investment gets relatively less profitable. And second, note that country 2’s representative agent, who does not face any portfolio constraint, still modifies his optimal decisions depending on the degree of country 1’s portfolio constraint. This is simply due to the general equilibrium nature of our exercise.

4 Concluding remarks

In this paper we have proposed a global solution method that combines the parameterized expectations (PEA) and the Smolyak algorithms, and it is well-suited to deal with high-dimensional stochastic problems. We have shown how to apply this algorithm to multi-country models with portfolio decisions and incomplete markets, with and without occasionally binding constraints, and in a full and partial information schemes. In all these instances, the algorithm may be implemented at a relatively low cost and approximates the problems’ solutions with a high degree of accuracy. We thus claim that the Smolyak-PEA algorithm is a powerful solution method that may be applied to a wide variety of relevant problems.
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