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Abstract

This document proposes an aggregate early-warning indicator of systemic risk in the banking sector. The indicator is derived from a logistic model based on the variables in the CAMELS rating system, originally developed for the US, and complemented with macroeconomic aggregate variables. The model is applied to the Spanish banking sector using bank-level data for a complete financial cycle, from 1999 to 2021. The performance of the model is assessed not only during the last global financial crisis and the subsequent sovereign crisis, but also during the recent Covid-19 shock. The proposed indicator has a macroprudential orientation, which differs from most of previous studies predicting individual bank defaults. The indicator is found to provide accurate early-warning signals of systemic risk in the banking sector within a two-year horizon. In this context, the indicator provides mid-term signals of systemic risk that complement those derived from macrofinancial indicators and from measures of the materialization of risk.
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Resumen

Este documento propone un indicador agregado de alerta temprana de riesgo sistémico en el sector bancario. El indicador se obtiene de la estimación de un modelo logístico basado en las variables del sistema americano de calificación de riesgo CAMELS, complementado con variables macroeconómicas agregadas. El modelo se aplica al sistema bancario español usando datos a nivel de entidad para un ciclo financiero completo (1999-2021). El desempeño del modelo se evalúa no solo durante la pasada crisis financiera global y la siguiente crisis soberana, sino también durante la pandemia del COVID-19. El indicador propuesto tiene una orientación macroprudencial, lo cual difiere de la mayoría de los trabajos anteriores que intentan predecir quiebras bancarias individuales. Se encuentra que el indicador propuesto genera señales precisas de alerta de riesgo sistémico en un horizonte de dos años. En este contexto, el indicador produce señales de riesgo sistémico en el medio plazo, que complementan las que se obtienen de indicadores macrofinancieros y de otras medidas de materialización de riesgos.
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1 Introduction

The global financial crisis (GFC) evidenced the importance of developing early warning tools that provide banking regulators and policymakers with prompt information on the accumulation of financial risk in the economy. As a consequence, after that crisis, different approaches have been proposed in the literature and implemented by macroprudential authorities. Most of the proposals have focused on the early identification of macrofinancial imbalances through indicators of excessive credit growth, house price growth, and other key variables, which are currently closely monitored by national authorities (Schularik and Taylor, 2012; Jordà et al., 2015; Tölö et al., 2018). Nonetheless, since the channel through which most of these imbalances materialize is the banking sector, it is very plausible that these disequilibria can also be identified in banks’ balance sheets. This is especially important in countries as Spain, where traditionally banks provide most of funding in the economy. Moreover, bank-level data may provide more accurate information on the accumulation of systemic risk in the sector and the concentration of risks across systemic institutions.

Against this background, this study proposes a measure of risk in the banking sector based on balance sheet variables at bank-level. The proposed measure is purposed to provide mid-term signals of systemic risk that complement those derived from the usual macrofinancial indicators of the build-up of cyclical risk.

There is a wide literature on methods that use bank-level variables to predict banking failures, starting with the seminal works by Altman (1968) and Sinkey (1975). Some of those variables were proposed by the US regulator in 1979 to be part of a supervisory rating system adopted by the Federal Financial Institutions Examination Council under the name of Uniform Financial Institutions Rating System (UFIRS). The UFIRS relies on balance-sheet indicators to evaluate the soundness of financial institutions on a uniform basis and to identify those institutions requiring special supervisory attention. The outcome of the UFIRS became widely known as CAMEL rating, whose acronym stands for “Capital adequacy, Asset quality, Management, Earnings, and Liquidity”, as these are the categories of the bank variables evaluated in the system. Since then, different studies have provided evidence that indicators in UFIRS have a high predictive capacity of banking failures (Thomson, 1991; Barker and Holdsworth, 1993). Later on, some studies found that the absence of market information in the rating system limited its performance (Cole and Gunter, 1995). This led the Federal Reserve Board to modify the UFIRS in 1997 to include a sixth component related to market sensitivity. This led to add an “S” to the rating acronym, which is now known as CAMELS. More recently, the importance of accounting for macroeconomic variables has also been identified to improve the performance of models based on these indicators (Flannery, 1998; Jagtiani and Lemieux, 2001). In general, the literature on predicting banking failures has proposed many different approaches, but most of them share the inclusion of variables in the CAMELS rating system, which have been proved to provide accurate predictions of bank distress (Erdogan, 2008; Citterio, 2020).
Against this backdrop, this document shows how a relatively simple conditional logit model based on the variables in the CAMELS rating system can be used to construct an aggregate early-warning indicator of systemic risk in the banking sector. The proposed indicator is intended to have a macroprudential orientation, which differs from most of previous studies whose main objective is to predict individual bank defaults. In this context, the model is aimed at signalling risk within a two-years horizon, which would be appropriate for taking prompt macroprudential policy decisions. The tool intends to provide mid-term signals of systemic risk that complement those derived from macrofinancial indicators and from measures of the materialization of risk.

The model is applied to the Spanish banking sector using bank-level data for the whole last financial cycle from 1999 to 2021. This sample includes data from one of the most severe banking crises in Spain, so that the analysis learns from this dramatic experience to identify and quantify the drivers of banks’ distress. Since the model requires having observed whether or not risk events have materialized within a two-years horizon, the last eight quarters of data are only used for out-of-sample predictions. This implies that the period covering the Covid-19 outbreak, which has been marked by the implementation of extraordinary public support measures, is only used to obtain out-of-sample predictions rather than for model estimations. The early-warning performance of the model is assessed not only during the last GFC and the subsequent sovereign crisis, but also during the recent Covid-19 crisis. This is of great relevance given the very different nature of the two types of events, and the different response of the public sector to them. The results of the model show high both in-sample and out-of-sample performance for the prediction of bank distress at two-year horizons. This feature is crucial for the performance of the aggregate indicator, which is identified to provide accurate early-warning signals of systemic risk in the banking sector as a whole.

This document is composed of 6 sections besides this introduction. In Section 2 a description of the variables in the CAMELS categories is presented, as well as a brief literature review of studies that include them. In Section 3 definitions of banking failures are discussed. In Section 4 the method and the aggregate indicator are presented. In Section 5 the data is described. In Section 6 the main results are presented. Finally, in Section 7, the main conclusions as well as a discussion of the usefulness of the proposed method for policy purposes are presented.
2 CAMELS variables as predictors of banking failures

The literature on the identification of bank failures has grown during the last decades, departing from the multivariate approach proposed by Altman (1968) to predict banking failures, and the Z-score proposed by Sinkey (1975) based on variables related to bank assets and earnings. This literature has mainly focused on the identification of key variables that may contain useful information for the prediction of bank distress. In this context, different measures of the categories of the CAMELS rating system have been found not only to describe properly the current financial situation of individual banks, but also to contain useful information to predict their failure in the short-term. Thomson (1991) is one of the first studies validating the predictive ability of variables in the CAMELS system. This author finds that their inclusion leads the model to classify correctly 93% of failing banks in the US between 6 and 12 months before they fail. Certainly, the use of CAMELS variables in the literature of prediction of banking failures has become quite standard. Citterio (2020) documents that 92% of studies of a sample of more than 50 papers on bank default prediction include variables in at least three of the CAMELS categories. Below, I summarize some of the main works using variables in each of the 5 CAMELS categories.

**Capital adequacy.** This is the most relevant category in banking failure analysis and the one where there is more apparent consensus on its usefulness. Capital has a fundamental role in explaining bank’s soundness and variables regarding capital have been included in almost all previous studies. Most of these studies use capital ratios that do not account for the riskiness of assets. Among them, the most popular variable is the total equity-to-total assets ratio given the availability of this indicator and the homogeneity of its definition. Some few studies use risk-weighted measures of capital ratio, although their computation may be affected by discretionary decisions taken by bank managers as well as lack of comparability across banks and jurisdictions (Poghosyan and Čihak, 2011). Overall, most studies find a negative relation between the probability of default and capital ratios (Arena, 2008; Betz et al., 2014; Berger et al., 2016). This evidence favours regulatory arguments on the benefits of capital for strengthening bank resilience.

**Asset quality.** Asset composition is a key determinant of banks’ risk profile. In fact, if the value of highly risky assets decreases rapidly, it might generate rapid losses and further reductions in capital cushions that, in turn, increase the risk of failure. Three main indicators of asset quality have been often used in this literature. The first one is the loans-to-assets ratio, which assumes that loans are a risky asset, so that a higher proportion would affect positively the probability of bank default (DeYoung, 2003; Altunbas et al., 2011). However, many studies have found this ratio to be irrelevant, unless it focuses on the riskiest loans, such as those to construction and real estate development (Berger et al., 2016). The second one is the ratio of loan provisions to total loans or total assets, which would capture how a higher coverage of expected losses reflects lower assets quality and higher expectation for losses (Betz et al., 2014). Almost all studies including this ratio have found a positive relation to default probability (Jin et al., 2011; Cipollini and Fiordelisi, 2012; Cleary and Hebb, 2016). Finally, the non-performing loans-to-total loans ratio (NPL ratio) is the most widely
used indicator of asset quality. This indicator has been found to be highly reliable, since it is relatively nondiscretionary and provides timely information about loan defaults (Jin et al., 2011). Almost all studies including the NPL ratio identify a strong positive relation to bank default (Cole and White, 2012; Berger et al., 2016; Chiaramonte et al., 2016). In this regard, the more granular classification of exposures after the implementation of the International Financial Reporting Standards (IFRS) 9 in 2018, would allow a forward looking measure of assets quality to be considered, for instance by accounting for those assets in the under-performing category (stage 2). However, it is still too-early to get empirical evidence on the better early-warning performance of such indicator over the traditional NPL ratio as a predictor of defaults.

Management efficiency. This category attempts to capture the efficiency of bank’s management, which would reflect in the cost structure and the ability to react to distress situations. Nonetheless, it is not easy to identify single measures capturing this aspect. This is the reason behind this category being the less represented within bank default prediction studies. The most common measure in this category is the cost-to-income ratio, which intends to reflect cost efficiency and, indirectly, management quality. Ambiguous results have been found regarding this indicator. Some studies have identified a positive relation with bank’s probability of default (Mayes and Stremmel, 2014; Shrivastava et al., 2020), while others have not found significant associations (Poghosyan and Čihak, 2011; Betz et al., 2014).

Earning ability. The ability to produce sustainable earnings and profits allow banks to foster their competitiveness, improve their solvency, and enhance their financial performance, which may prevent them from failing. The most widely used measures within this category are the Return on Assets (ROA) and the Return on Equity (ROE). A negative relation between these two measures and the banks’ probability of default has been confirmed in many studies (Distinguin et al., 2006; Arena, 2008; Berger et al., 2016; Cleary and Hebb, 2016; Switzer et al., 2018). Nonetheless, some studies have found either no relation or even a positive association to bank distress (Mannaso and Mayes, 2009; Betz et al., 2014; Chiaramonte and Casu, 2017), which could be explained by aspects related to the risk-return trade-off. Other measures more related to income diversification, such as the ratio of non-interest income to total operating income, have been previously identified to be positively correlated with sustainable earnings (Stroh, 2010; Cipollini and Fiordelisi, 2012; Altunbas et al., 2011).

Liquidity. Difficulties to meet liquidity demands (e.g. repay obligations to depositors or debtors) may lead to financial pressure and thereby, bank default risk. This could occur due to problems when raising funds or selling parts of their market portfolio. Although different definitions of liquid assets and levels of liquidity are considered, the general indicator used to measure liquidity is the ratio of liquid assets to total assets. This ratio has been identified to be negatively associated to bank default risk (Arena, 2008; Cipollini and Fiordelisi, 2012; 2

---

2 Just a little more than 50% of studies documented in Citterio (2020) include variables in this category.
Chiaramonte et al., 2016). Other indicator often used is the deposits-to-loans ratio. Given that deposits are considered to be a more stable and less costly source of funding, a higher ratio can be associated to lower liquidity risk, and has been found to be negatively correlated with bank distress (Altunbas et al., 2011; Berger et al., 2016). A more specific indicator of the difficulty to meet liquidity demands by financial institutions is the liquidity coverage ratio (LCR). This is a measure of highly liquid assets as a proportion of short-term obligations that is used as a base for minimum requirements in the Basel III accord. However, the recent implementation of this requirement makes that the computation of this ratio is only available from 2015, which does not allow most of distress events to be assessed, in particular those related to the GFC.

**Sensitivity to market risks.** This category was added to the CAMEL system in 1997 to reflect the ability of banks to deal with fluctuations in the financial markets. In this context, it intends to capture the risk of losses derived from changes in asset prices or interest rates. Nonetheless, this category has been widely ignored in the literature due to the difficulty on computing relevant indicators that capture this dimension. Some studies have proposed to include a ratio of volatile liabilities to assets (Mayes and Stremmel, 2014), a ratio of trading income to total income (Männasoo and Mayes 2009), and a ratio of interest bearing deposits to total assets (Kerstein and Kozberg, 2013). All these studies have found either a non-significant or a very weak relation to bank distress. A number of studies has also attempted to estimate bank default probability using market-based information. However, this type of information relies on the market efficiency assumption, which, in general, is not accomplished. Moreover, this information has been evidenced to have weak predictive performance once financial ratios such as those in CAMELS categories are included (Campbell et al., 2011). Finally, some studies have proposed to replace this category with bank size, which may capture characteristics related to the systemic importance of banks, and that can also reflect market sensitivity (Wheelock and Wilson, 2000; Avkiran and Cai, 2012). In this regard, size is usually negatively correlated to the probability of bank failure.

**Macroeconomic environment.** An important missing dimension in CAMELS-based studies is the macroeconomic environment. Since the purpose of the UFIRS is to provide ratings of banks’ health and soundness from a microprudential perspective, only bank-level variables are assessed. However, macroeconomic conditions affect not only the overall performance of banks but also may have differential effects in different types of institutions. That is, although the whole banking sector faces the same macroeconomic environment, certain characteristics of banks may make them more prone to suffer or benefit from those conditions. Some studies assessing the predictive capacity of macroeconomic variables on individual banking failure have not found a strong influence of these variables by themselves (Arena, 2008; Chiaramonte and Casu, 2017). However, controlling by these conditions has effects on the predictions from financial ratios (Flannery, 1998; Jagtiani and Lemieux, 2001).
3 Definition of banking failure

In the literature, there are plenty of different definitions of banking failures or financial distress events. Although the choice of definition is not usually discussed, the criteria to which a bank is classified as failing may have a great influence on the performance of the models and make difficult to compare studies (Platt and Platt, 2004). In spite of the large heterogeneity in the definitions used in studies of bank defaults, two wide definitions of banking failure have been adopted most often (see Balcaen and Ooghe, 2006; for a review). The first one is legal bankruptcy, which could be the most objective definition, since it relies on a formal declaration of this situation in a court (Charitou et al., 2004). However, this definition presents several caveats. First, bankruptcy as the end-point of a distress situation may occur long time after the bank suffers a financial distress situation, which leads to misdating the events. Second, bankruptcy could also be the consequence of strategic decisions to get rid of debts, or due to unexpected events, such as natural disasters, changes in government regulations, or legal judgments. Third, and maybe the most important drawback is that bankruptcies are just one of the possible endings of bank distress. Certainly, these processes usually end on a merger or absorption by another institution. Also, a bankruptcy might be prevented by interventions from central banks and governments. These situations would lead to miss most of bank distress situations and to have a very low frequency rate of these events in the study samples, which may affect estimations.

The second type of definition is financial distress, which may encompass several stress and failure-related situations that can be of interest, but suffers of subjectivity of the financial criteria chosen to identify those events. This may include, among others, missed dividend payments, low interest coverage ratio, low cash flow to cover current maturities of long-term debt, change in equity prices, negative earnings before interests and taxes, or sell of shares to private investors (McLeay and Omar, 2000; Platt and Platt, 2002; 2004; Bose, 2006). Definitions may also vary across jurisdictions and depend on the policy responses and types of interventions carried out in different countries. Nonetheless, in the US, most studies follow a more homogeneous definition by relying on the inclusion of a bank in the Federal Deposit Insurance Corporation’s (FDIC) failed bank list, which is the authority that manages the resolution of distressed banks, and lists banks under this situation that ended-up in a bankruptcy, a merger or an acquisition by another institution. On the other hand, in Europe, studies present more heterogeneity in the definitions used, including receiving government financial aid (Momparler et al., 2016), poor results in the EU stress tests carried out by the European Banking Authority (EBA) (Kolari et al., 2019), downgrading announcements (Distinguin et al., 2006), mentions to negative keywords in global news (Poghosyan and Čihak, 2011), low value of Credit Default Swaps (Podpiera and Ötker, 2010), low shareholder value ratio (Cipollini and Fiordelisi, 2012), or being involved in non-strategic mergers (Betz et al., 2014). More recently, Lang et al. (2018) use a definition that involves state aid in the form of capital injections and asset protection measures, besides bankruptcies, and non-strategic mergers.

At aggregate level, Laeven and Valencia (2013) provide one of the most complete international crises databases. The authors define banking crisis as events where significant
signs of financial distress in the system are present (i.e., significant bank runs, losses in the
banking system, and/or bank liquidations), and where significant policy interventions are
carried out (i.e., deposit freezes, bank nationalizations, high restructuring costs, extensive
liquidity support, significant guarantees; and significant asset purchases).

Against this background, and given the nature of the proposed method to assess
risk in the banking sector at aggregate level, the definition of bank distress events in this
study is consistent with that in Laeven and Valencia (2013), and adapted to the experience
with the bank failures observed in Spain during and after the GFC. In particular, we define
bank distress events as those experienced by an institution in two situations. First, signs of
financial distress that materialize either in the form of capital needs derived from the stress
tests conducted by the Banco de España, or as distressed mergers and acquisitions. The
latter are defined as absorptions by the holding group or takeovers by another institution,
where any of the involved institutions present weaknesses that threat their short-term
viability, as identified by expert judgment. Second, public interventions, which account for
the six events defined as policy interventions by Laeven and Valencia (2013), including the
recapitalization with public funds.
Starting from the seminal work by Altman (1968), statistical methods such as multivariate analysis have been widely used to the prediction of banking failures. One of the most common methods is discriminant analysis, which allows to classify banks as failed or non-failed based on a set of variables that discriminate the observations in the sample according to a cut-off. Although these models may exhibit good statistical performance, they require a series of restrictive assumptions, such as the normal distribution of regressors, equal variance-covariance matrices across groups, and absence of multicollinearity (see Demyanyk and Hasan, 2010, for a review).

Binary-outcome models, such as probit and logistic regressions, are also a very common statistical approaches to predict banking failures. In these models, the coefficients of a set of predictor variables are computed using maximum likelihood techniques, which lead to the estimation of a probability of occurrence of an event from which a given cut-off can be computed to classify observations. Probit and logit models differ only in the assumed distribution of the error component of the model. The former assumes a standard normal distribution, while the latter assumes a Type-I extreme value distribution.

Besides the classical statistical tools, artificial intelligence methods have also been proposed for the prediction of bank failures. These include neural networks, support vector machines, K-nearest neighbours, and decision trees. In general, these methods provide more flexibility, mainly by avoiding assumptions on distributions, but suffer from other problems, such as computational burden, need for large amounts of data to avoid wide confidence intervals, complex structures, and difficulties to understand the mechanics and interpret the results. Another branch of recent methods, known as hybrid models, attempts to combine different clustering and classification techniques through machine learning approaches.

Overall, the performance of all these techniques is not very different. Citterio (2020) compares the predictive performance of a large number of studies using all the mentioned methodologies. The author documents that all methods may reach an accuracy of more than 90%, but that dispersion is also high within studies using the same method. In general, it seems that a single method could perform equally well or poorly in different samples depending on the characteristics of the banking sector, the variables, and the definition of bank failure employed. Nonetheless, if a method provides a good performance in a particular sample, it seems very difficult that a competing method could outperform it.

In this context, this study uses a standard logistic regression to estimate banking failure probabilities in the Spanish banking sector. Lang et al. (2018) identify that logistic models have a good performance in the issuance of early warning signals of banking failures in Europe, using similar definitions of bank distress as those used in this document. Although this approach still depends on assumptions of absence of multicollinearity and
a linear functional relationship, it is not based on the assumption of normal distribution and equal covariance. It is also a relatively simple method that could be easily computed, updated, replicated and communicated. The general proposed specification is the following:

$$\log \frac{P(\gamma_{i,t+h} = 1 | X_{i,t}, Z_{i,t})}{P(\gamma_{i,t+h} = 0 | X_{i,t}, Z_{i,t})} = \alpha + X_{i,t} \beta + Z_{i,t} \delta + \varepsilon_{i,t}$$  \hfill (1)$$

where $\gamma_{i,t}$ is a dummy variable that takes the value of 1 if a bank $i$ experiences at least one of the four distress situations, as defined in Section 3, during the period from $t$ to $t+h$, and 0, otherwise. It is important to remark that banks classified as being under a distress situation at time $t$ are not included in the sample in that time period. Although its inclusion may improve the model fit, from a prudential perspective the interest is to predict new distress situations in addition to those already observed in the system. $P$ represents the probability of a bank to go into a distress situation given certain determinants in vectors $X_i$ and $Z_i$. In particular, $X_i$ represents a set of variables based on the CAMELS categories, and $Z_i$ contains some variables intended to capture the macroeconomic environment.

Regarding the time horizon, since the final purpose of the proposed indicator is to provide early-warning signals of distress in the system that may help to support macroprudential decisions, an 8-quarter horizon is defined. This is a common horizon used for the assessment of cyclical risk signals that guide macroprudential instruments (Lang et al., 2019; Galán and Mencia, 2021). It also represents an equilibrium between choosing short horizons, at which macroprudential policy may not have enough time to act effectively, and too-long horizons, at which this type of bank-level data models are usually not able to provide accurate early-warning signals.

### 4.1 Performance criterion

In the literature on early-warning models, the signalling approach has been the most common method to measure predictive performance. The idea behind this approach is that an indicator issues a signal when it is above certain threshold. The signals can be then compared in terms of their ability to issue right signals (True Positive Rate, TPR, or rate of alert signals that correctly anticipate the analysed events) and the frequency of false alarms (False Positive Rate, FPR). This is related to the statistical concepts of errors of Type I (not signalling a true event) and Type II (issue a wrong positive signal). In this regard, the signal-to-noise ratio, which represents the TPR divided by FPR, is a standard measure of predictive performance. However, this measure requires the definition of a specific threshold, leading to different results of the performance of a model depending on the chosen value. Moreover, the signal-to-noise ratio is usually maximized for high thresholds, by which few positive signals are issued (Alessi and Detken, 2011).

Against this background, the AUROC (Area Under the Receiver Operating Characteristics Curve) measure, has the key advantage of taking all possible threshold values into account. This measure has become widely used for assessing classification models in very different fields. In the economics literature, Berge and Jordà (2011) is one of the most
relevant studies using AUROC as an evaluation criterion of indicators for the classification of recessions and expansions. This measure has become standard in several studies on early-warning indicators of financial crises (Detken et al., 2014; Drehmann and Juselius, 2014; Giese et al., 2014; Galán and Mencía, 2021). In particular, AUROC assesses the relation between the noise ratio (FPR) and the signal ratio (TPR) for every probability threshold. In this context, AUROC is a measure of the probability that the model predictions are correct. It can take values from 0.5 to 1, where a value of AUROC equal to 1 would indicate perfect predictions, while a value of 0.5 would indicate that the model is not able to improve the predictions coming from a random assignment. In this study, AUROC is used to assess both in-sample and out-of-sample performance of the model in the prediction of bank distress.

4.2 Aggregate indicator of banking sector fragility

Since the purpose of the proposed early-warning model is to provide information of risk in the banking sector as a whole that could be useful from a macroprudential perspective, rather than predicting single bank default risk, an aggregation of individual predictions into an indicator of risk in the system is necessary. In this study the aggregation used weights the results by the asset size of the institutions. Certainly, size is highly correlated with systemicity and it is the most important category for classifying systemically important institutions, as recommended by the European Banking Authority (EBA) in its guidelines, while keeping calculations simple and transparent (see EBA/GL/2014/10). In particular, the aggregate indicator is the following:

$$
\text{CREWS}_{t+h} = \sum_{i=1}^{N} PD_{it+h} \cdot RS_{it} = \frac{\text{TA}_R}{\sum_{i=1}^{N} \text{TA}_it} \cdot \sum_{i=1}^{N} \frac{\text{TA}_it}{\text{TA}_R},
$$

where $PD_{it+h}$ is the estimated individual probability of distress for bank $i$ at time $t$ during the following $h$ quarters, as predicted from model in Equation (1); and, $RS_{it}$ represents the relative size of each bank, defined as the fraction of total assets ($\text{TA}_it$) of a bank with respect to the sum of total assets in the sector. Thus, CREWS$_{t+h}$ is a size-weighted aggregate indicator of individual probabilities of bank distress during the following $h$ quarters, computed at each period of time. The indicator can be seen as a measure of the expected fraction of the banking system that will be at risk of default in $h$-quarters. Thus, the CREWS indicator distinguishes the distress risk of individual institutions by their relative importance within the sector. In that sense, the probability of observing a risk event in a large bank would have greater implications for risk in the banking sector that the same probability of a distress event in a small institution. However, if many small institutions present a high probability of failure, the CREWS indicator may signal an important risk for the sector, thereby highlighting the importance of the expected magnitude of distress events within the sector, rather than focusing on individual risk. In this context, the signals provided by CREWS are consistent with aggregate definitions of banking crises (see Laeven and Valencia, 2013).

3 Although it is possible to obtain values lower than 0.5, this would indicate that the model performs better than a random assignment but with opposite results. That is, by issuing negative signals when events occur, and vice-versa.
5 Data

The sample used for the model estimation is an unbalanced panel composed by 82 commercial and saving banks operating in Spain, with quarterly data from 1999Q1 to 2021Q2. This sample represents over 90% of the total assets of the total banking sector.\footnote{The sample does include neither foreign branches nor cooperatives.} The CAMELS variables included in the model are the following:

- **Capital adequacy**: the capital ratio, defined as the total equity-to-total assets ratio.
- **Asset quality**: the NPL ratio, defined as the non-performing loans-to-total loans ratio, and its annual variation.
- **Management efficiency**: the cost-to-income ratio, defined as the total operating costs-to-total income ratio.
- **Earning ability**: the ROE.
- **Liquidity**: the liquidity ratio, defined as the sum of cash, net deposits in credit institutions and credit to public entities without considering public debt, divided by total assets.
- **Sensitivity**: the bank size, defined as the log of total assets of a bank.

These variables are those identified in the literature to be more related to bank defaults, as discussed in Section 2. Some of them have also been selected for improving the

| Table 1 |
|-------------------|--------|--------|--------|--------|--------|
| Variable                      | Mean   | Median | SD     | Min    | Max    |
| Capital ratio (%)            | 8.10   | 6.82   | 5.01   | 2.09   | 19.79  |
| NPL ratio (%)                | 4.60   | 3.10   | 4.34   | 0.15   | 19.67  |
| Annual variation NPL ratio (pp) | -0.08 | -0.07  | 1.21   | -3.66  | 3.70   |
| Cost-to-income ratio (%)     | 58.36  | 63.21  | 15.25  | 37.92  | 91.06  |
| ROE (%)                      | 11.87  | 9.40   | 14.23  | -19.10 | 35.83  |
| Liquidity ratio (%)          | 31.51  | 23.97  | 24.15  | 4.63   | 77.87  |
| Total assets (ln)            | 14.63  | 14.79  | 2.23   | 9.68   | 18.89  |
| Annual GDP growth rate (%)   | 0.81   | 2.59   | 4.86   | -21.60 | 5.71   |
| Quarterly change in interest rates (pp) | -0.04 | -0.07 | 0.29   | -2.13  | 0.62   |
| Bank distress events (distress=1) | 0.05  | 0.00   | 0.22   | 0.00   | 1.00   |

**SOURCE**: Banco de España.

**NOTE**: Ratios are expressed in percentages. Total assets are expressed in logarithms. The quarterly change in interest rates is expressed in percentage points. Bank distress events is a binary variable taking the value equal to 1 if a bank is classified as presenting a distress event during the sample period, and 0 otherwise.
most the early-warning performance of the model (see Table A1 in Annex 1 for a comparison of the results using alternative variables). As mentioned in Section 2, although some alternative variables derived from recent banking regulation could also be good candidates to be included in the model, the lack of long series for these variables impedes to account for them (i.e. the solvency ratio and the LCR). Nonetheless, the evolution and variability of some of these series in recent years is very similar to the one exhibited by the variables included in the model.\(^5\) Finally, two variables are included to capture the macroeconomic environment: the annual GDP growth rate and the interest rate quarterly change.

For the CAMELS variables, the sources of information are the financial statements reported by banks to the Banco de España. Regarding macroeconomic data, the Spanish National Statistical Office (INE) is used for data on GDP growth, and the Statistical Bulletin of the Banco de España is used for interest rates. A summary statistics of the variables included in the model is presented in Table 1. High dispersion is observed in most of the variables included, given that the sample covers the whole last financial cycle, including the boom and bust periods.

\(^5\) A comparison between the liquidity and capital ratios included in the model, and the LCR and the solvency ratio, respectively, is showed in Chart A1.1 in Annex 1.
6 Results

6.1 Estimation results

The model in Equation (1) is estimated with data up to 2019Q2. This is because the proposed horizon of evaluation requires information on the occurrence of risk events in the following two years, which implies that the last eight quarters of data are only used for out-of-sample predictions. Results are presented in Table 2. It is observed that all the coefficients have the expected signs and are statistically significant. In particular, more capitalization reduces the probability of bank distress at an 8-quarter horizon. That is because capital reflects banks solvency and their resilience to adverse events. In fact, under the materialization of a negative shock, low capitalized banks would be in a more fragile situation to face losses and to meet regulatory requirements. This may lead them to restrict dividends, to suffer stigma from markets, and to face the need of raising capital in an environment of high cost of equity. These results are in line with previous studies finding that higher capital ratios lower the probability of losses that cause bank default (Arena, 2008; Betz et al., 2014; Berger et al., 2016).

Regarding asset quality, it is observed that a higher share of low quality assets is positively correlated to the probability of distress. Managing problematic loans is costly and high shares of these loans indicate problems on its resolution. This is reflected into banks’ balance sheets, impeding banks to operate normally and affecting profitability. Results also show that the rate of NPL deterioration is highly significant as a factor determining banks’ distress. Moreover, compared to the level of the NPL ratio, its variation seems to be more significant, both statistically and economically. Given that the realization of adverse macrofinancial shocks is transmitted into loan losses, these indicators of assets quality would reflect the size of a shock and the speed of its materialization in the banks’ balance sheet. These results are consistent with previous studies that identify a strong positive association between the NPL ratio and bank default (Cole and White, 2012; Berger et al., 2016; Chiaramonte et al., 2016).

Management efficiency is also identified as a key factor explaining probability of bank distress in a two-year horizon. Certainly, banks’ cost efficiency has been found to be a key factor related to profitability, risk, productivity and M&A processes (Berger and DeYoung, 1997; Sarmiento and Galán, 2017; Castro and Galán, 2019). In this regard, a higher cost-to-income ratio implies a less cost efficient structure, which can affect the risk of bank distress. On the one hand, it may reflect low managerial efficiency, which would imply a suboptimal mix of resources and a less agile response to adverse events. On the other hand, banks with a high cost structure with respect to income may suffer more from unexpected events that increase their costs even further and reduce the needed income to cover them. These results are consistent with previous studies that have identified a positive relation between the cost-to-income ratio and bank’s probability of default (Mayes and Stremmel, 2014; Shrivastava et al., 2020).

6 Departing from average values, a one standard deviation increase in the NPL ratio produces an increase of 4pp in the probability of distress, while the same variation in the NPL growth rate, implies an increase of around 10pp.
Regarding earnings, ROE has a negative and significant relation with the probability of bank distress in a two-year horizon. Low profitability implies low market valuation and high sensitivity of market reactions to unexpected events. It also implies low margin to react to adverse events, thereby increasing the probability of capital needs and restrictions to dividend payments. This situation can also affect banks’ liquidity and reflect structural problems in the structure of income and expenses. A negative relation between profitability and the banks’ probability of default has also been confirmed in several previous studies (Distinguin et al., 2006; Arena, 2008; Berger et al., 2016; Cleary and Hebb, 2016; Switzer et al., 2018).

Liquidity is also found to be negatively correlated with the probability of bank distress. A low fraction of liquid assets may translate into difficulties to accomplish short-term obligations with debtors, and compromises with stock holders, that may affect the operational viability of the bank. A weak position in terms of liquidity increases the vulnerability of the bank to negative shocks. In this regard, the liquid assets-to-total assets ratio has also been identified to be negatively associated to bank default risk in other studies (Arena, 2008; Cipollini and Fiordelisi, 2012; Chiaramonte et al., 2016).

Size is also found to be an important determinant of banks’ distress risk. In particular, large banks would be subject to lower default risk, ceteris paribus. This can be related to the fact that large institutions are usually more diversified in terms of income sources and less sensitive to market uncertainty. Other studies including size as a driver of bank default risk have also identified a negative and significant relation of this factor to the probability of bank failure (Wheelock and Wilson, 2000; Avkiran and Cai, 2012).

### Table 2

**ESTIMATION RESULTS**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capital ratio</td>
<td>-31.3136 ***</td>
</tr>
<tr>
<td>NPL</td>
<td>0.6989 *</td>
</tr>
<tr>
<td>Δ NPL</td>
<td>35.2478 ***</td>
</tr>
<tr>
<td>Cost-to-income</td>
<td>0.4142 **</td>
</tr>
<tr>
<td>ROE</td>
<td>-0.0014 **</td>
</tr>
<tr>
<td>Liquidity ratio</td>
<td>-7.4280 ***</td>
</tr>
<tr>
<td>Size (ln Assets)</td>
<td>-0.1856 ***</td>
</tr>
<tr>
<td>Δ GDP</td>
<td>-0.5809 ***</td>
</tr>
<tr>
<td>Δ Interest rates</td>
<td>0.8676 ***</td>
</tr>
<tr>
<td>AUROC in-sample</td>
<td>93.5%</td>
</tr>
<tr>
<td>AUROC out-of-sample</td>
<td>85.1%</td>
</tr>
</tbody>
</table>

**SOURCE:** Author’s calculations.
**NOTE:** Estimations with data up to 2019Q2. ***, ** and * represent the significance of the estimated coefficients at 1%, 5% and 10%, respectively. Standard errors are clustered at bank-level. AUROC stands for Area under the ROC (Receiver Operating Characteristics Curve). It measures the probability that the model prediction is correct by comparing the false positive rate with the true positive rate. AUROC values ranges from 0.5 to 1, where a value equal to 1 indicates a perfect prediction model, and a value equal to 0.5 indicates predictions equivalent to those obtained randomly. The out-of-sample AUROC is obtained by estimating the model until 2009Q1 and predicting from 2009Q2 to 2019Q2.
Finally, macroeconomic variables are found to play a very relevant role in explaining banks’ distress risk. A deterioration of the economic situation, as measured by GDP growth, would translate into a lower loan demand, a higher delinquency rate of borrowers, and a decrease in assets valuations, that reduce bank revenues and increase the need of provisions. This affects the overall banks’ solvency, liquidity and profitability. A decrease in interest rates is also found to be significantly associated to a higher probability of bank distress. Although empirical evidence has identified mixed effects of interest rates on bank profits (Claessens et al., 2017; Pérez and Ferrer, 2018), low interest rates can reduce margins and affect revenues, which tend to decrease at a faster speed than costs, thereby diminishing profitability. On the other hand, a reduction of reference interest rates can identify the reaction of monetary authorities to macroeconomic crisis, marking an adverse macro financial environment. Certainly, controlling by macroeconomic conditions has been previously found to improve the performance of bank default models (Flannery, 1998; Jagtiani and Lemieux, 2001).

6.2 Predictive performance

The predictive performance of the proposed model at a two-year horizon is found to be fairly high. The in-sample AUROC value is 0.94, which indicates that the model predicts very accurately bank distress events at the defined horizon. This is the highest value across some alternative specifications described in Annex 1. Nonetheless, it is possible that the high predictive capacity of the model might be influenced by the events occurred during the GFC and the subsequent sovereign crisis, when both financial ratios of banks and macroeconomic conditions deteriorated rapidly and deeply. The specific and abnormal conditions observed during those years may influence the performance of the model and potentially it might not signal equally well situations where imbalances are not comparable to those presented in that period. Thus, assessing the out-of-sample performance of the model is of interest. For this purpose, the sample is split into two sub-samples: one for the estimation of the model from 1999Q1 to 2009Q1, which corresponds to the last expansionary phase of the financial cycle in Spain, where large imbalances were cumulated, and that ends just previous to the start of the banking crisis in Spain (see Lo Duca et al., 2017, for systemic crises dates). The date of the onset of the banking systemic crisis in Spain was marked by the first relevant banking failure (Caja Castilla La Mancha). The second sample from 2009Q2 to 2019Q2 is used for the out-of-sample assessment of the predictions. The AUROC value in this case is also high (0.85) indicating that the model also features a high out-of-sample predictive performance.

These results give an idea of the good performance of the model in predicting individual bank distress situations in an 8-quarter horizon at all possible thresholds. However, if a threshold for the estimated probability of distress is chosen based on the relation between false and true positives, it is possible to compute the number of institutions that the model predicts to be in a distress situation in a two-year horizon. In particular, a pareto optimal threshold, defined as that where it is not possible to improve either the TFP or the FPR without worsening the other, is found to correspond to an approximate estimated probability
of distress of 14% to classify a bank in a distress situation (see Annex 2 for a comparison of results using other thresholds). Following this criterion, Chart 1 compares the observed number of banks in distress in the last 8 quarters with the number of banks predicted to be under this situation (with an estimated probability of distress above the threshold) in an 8-quarter horizon. It is observed that the model predicts fairly well the distress events occurred during the GFC and the sovereign crisis, by issuing signals of these situations up to two years before their materialization. During the recovery phase, only a couple of banks is predicted to face a distress situation, which materializes at the end of the sample considered in the model. Since the model requires to observe the occurrence of distress events 8-quarters ahead, predictions for the last two years of data corresponds to out-of-sample predictions of distress events that might not yet materialized. This period coincides with the Covid-19 pandemic, when the model predicts an increase in future bank distress events. The specific characteristics of this recent period are further analysed in Section 6.3.

### 6.3 The CREWS indicator

Although, the number of institutions in distress is indicative of the banking sector health, the most important information from a macroprudential perspective is whether or not these distress events can be considered as systemic. Thus, a measure of the importance of the predicted banks in distress within the whole system is a better approximation to the situation of the whole banking sector. In this regard, the aggregate CREWS indicator presented in Equation (2), which accounts for the relative importance of each institution in terms of its size, is computed.
Chart 2 plots this indicator along with the observed fraction of the system in distress, also in terms of size. It is observed that the CREWS indicator predicts well the magnitude of the banking system in distress during the GFC, which reached almost 40% of the sector in terms of assets. This indicator is not only more informative than the predicted number of institutions, but also shows a different picture of the situation during the period corresponding to the sovereign crisis. While the number of banks in distress holds relatively stable and exhibits a decreasing trend starting in 2010, the CREWS indicator exhibits a second peak that evidences the magnitude of that second wave of the crisis, which affected around 25% of the system. After the crisis, the indicator does not show warning signals until the recent Covid-19 crisis, which is analysed in more detail below. It is important to remark that the observed distress events after 2017 correspond to the failure of Banco Popular, which represented almost 5% of the total assets of the sector. As it can be noticed, the CREWS indicator does not issue strong signals of this event, which reflects the fact that the indicator is not designed to issue individual signals of distress, but warnings of situations that may represent risk for an important fraction of the system.

A confirmation of the good early-warning performance of these indicators is provided by the AUROC. For that purpose, the observed cumulated share of the banking sector assets at risk is transformed into binary variables based on thresholds around some of the observed values during the last GFC that could confirm the occurrence of a systemic crisis (i.e. between 10% and 20%). Then, the prediction performance of the CREWS indicator is assessed. Table 3 shows these results, where very high AUROC values are obtained from the early signals issued by the indicator within an 8-quarters horizon.
6.4 Impact of the GFC vs the COVID-19 crisis

Although it did not reach the values observed during the GFC and the sovereign crisis, the results presented above show that the pandemic increased the probability of bank distress. This was especially evident during the second quarter of 2020, when the negative effects of the lockdown materialized. Nonetheless, besides magnitude, there are important differences in the effects of the Covid-19 crisis with respect to the GFC in terms of distress risk in the banking sector. The first one is the duration of the shock on the probability of distress. During the GFC, the probability of risk in the banking sector increased continuously for more than 5 quarters, and it took around 7 years to go back to pre-crisis values. However, during the Covid-19 crisis, risk of distress in the banking sector only peaked suddenly during the second quarter of 2020 and decreased quickly again to pre-crisis values (see Chart 2).

A second relevant difference regards the drivers of risk, which are quite different in the two crises. Chart 3 evidences this situation by showing a decomposition of the contribution of the main factors in the model to the predicted probability for an average bank over time (Panel 1) and focusing in the pre-GFC period and the Covid-19 shock (Panel 2). It is observed that during the two years before the onset of the GFC, banks’ balances started to evidence signals of a gradual accumulation of vulnerabilities that explained nearly 90% of the predicted probability of distress. During that period, capital adequacy and liquidity increased notably their importance as drivers of risk. This indicates that vulnerabilities of banks regarding solvency and liquidity became evident during that period, while macroeconomic conditions still held relatively stable. Once the crisis materialized, macroeconomic conditions gained some importance, but mainly factors related to assets quality became the most relevant drivers of distress risk. Certainly, during that period credit losses started to emerge very quickly. In the subsequent years this factor as well as earnings maintained a relatively high importance.7

On the other hand, the increase in risk during the Covid-19 shock has been mostly explained by the macroeconomic deterioration, which explained half of the peak observed risk.

7 The contribution of each factor during periods of low predicted probability can be observed in more detail in Annex 3.

Table 3
AUROC VALUES FOR THE CREWS INDICATOR AT DIFFERENT THRESHOLDS OF THE OBSERVED PROPORTION OF THE BANKING SECTOR UNDER DISTRESS

<table>
<thead>
<tr>
<th>Threshold</th>
<th>10%</th>
<th>15%</th>
<th>20%</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUROC</td>
<td>0.9608</td>
<td>0.9506</td>
<td>0.9242</td>
</tr>
</tbody>
</table>

SOURCE: Author’s calculations.
NOTE: The thresholds to evaluate the probability of distress correspond to those used to transform the observed proportion of the banking sector under distress into binary variables. The occurrence of systemic crises is signaled when that proportion is greater than the threshold. The AUROC is assessed for the period 2000Q1-2019Q2.
in the second quarter of 2020. It is also behind the subsequent improvement in the last quarters. The nature of the shock, which is unexpected and unrelated to the accumulation of financial vulnerabilities makes that bank variables did not reflect signals of imbalances with anticipation to the shock. This situation is also evident when comparing changes in the values of the variables in the model during the period before the onset of the GFC and the pandemic. In Chart 4, it can be observed that capital, ROE and liquidity decreased importantly, while the NPL ratio increased between 2007 and the onset of the systemic crisis in the first quarter of 2009. However, these variables have been quite stable during the pandemic, when, as mentioned above, the large drop in GDP growth has driven the most important changes.
This leads to a very different picture of the signals issued after the onset of the pandemic with respect to those observed before the GFC. The greater resilience of banks before the pandemic, as a consequence of higher capital ratios, and the continuous improvement of NPL ratios in the years before the Covid-19 outbreak have helped the banking system to face the Covid-19 crisis in a much more solid position with favourable perspectives for the moment. Moreover, the large public support measures implemented as a response to the pandemic have also helped to contain risks in the banking sector. In this regard, the fact that the model does not account for these measures may suggest that the increase in risk predicted by the model reflects, at some extent, a counterfactual in terms of impact of what could have happened in the absence of the decisive public policy response. Nonetheless, the challenges that represent the phase-out of the public support measures and the uncertainty regarding a potentially longer than expected recovery phase may translate into credit losses in the short-run. This could in turn affect the risk of the banking sector in the following quarters.

6.5 Predictive margins of CAMELS variables

Another interesting result that can be derived from the presented model is the computation of the predictive margins. This allows identifying how the marginal effects on the probability of distress change at different values of the most relevant variables.

Chart 5 shows these values for the most important variables under each category.\(^8\)

It can be observed that for values of the capital ratio between 3% and 8%, an increase of 1pp reduces the probability of distress in around 2.5 pp (Panel 1). The effect is

\(^8\) Predictive margins are computed as the average predicted probability if every observation were treated as having the specified values of the selected variables, while holding their observed values for the rest of variables.
decreasing, and after this threshold, reductions start to be very small (about 1pp). Regarding asset quality, the negative effect on risk is very relevant, especially when moving within the range between 2% and 10%, where a 1pp increase could represent an increase of up to 5pp in the probability of distress (Panel 2). This indicates that banks’ risk is very sensitive to the quality of their assets. In terms of profitability, marginal effects are quite linear for relevant values of ROE (Panel 3). They are only somewhat higher for negative ROE when a 1pp increase implies a reduction of around 0.5pp in the probability of distress. For positive values, this marginal effect is of about 0.2pp. Regarding liquidity, the reduction in risk is more relevant for liquidity ratios up to 25; while, beyond that threshold, the positive effect starts to decrease rapidly (Panel 4). Although this analysis provides an interesting overview of the effects of key bank variables on risk, it is important to notice that it is static and it does not account for the benefits of prudential measures, such as capital buffers, over the banking system and the economy as a whole.
7 Conclusions

This document proposes the use of a simple conditional logit model to derive out-of-sample predictions of the build-up of systemic risk in the banking sector. The model is based on the variables in the CAMELS rating system, which have been proved to provide useful early information on the probability of distress of individual banks (Erdogan, 2008; Citterio, 2020), and is complemented with macrofinancial variables. The model is used to derive an aggregate measure of risk in the banking system rather than only to compute individual probabilities of bank failure. In this context, the proposed CREWS indicator has a macroprudential orientation, which is different from most of previous studies, whose main objective is to predict individual bank defaults.

Results evidence both high in-sample and out-of-sample performance for the prediction of banking crises at a two-year horizon, showing high accuracy in the prediction of individual bank failures. The CREWS indicator exhibits a good performance in predicting the systemic character of the last GFC and the subsequent sovereign crisis up to two-years before their materialization. This shows the usefulness of the aggregate indicator for the early identification of systemic risk and the prompt support of macroprudential policy decisions. The model also allows to identify the main drivers of banks’ risk of distress and distinguishes the main factors behind variations in the aggregate CREWS indicator. These distinctions were made evident during the recent Covid-19 crisis, where the drivers behind the signals captured by the CREWS indicator have been mainly associated to the macroeconomic environment rather than to a deterioration of bank’s balance sheets. This is very different from the factors driving the risk signals before and during the GFC, when the deterioration of balance sheet variables was evident. In this regard, the more resilient position of banks at the beginning of the pandemic as a consequence of the changes in the regulatory framework after the GFC, as well as the public support measures implemented as a response to Covid-19, could help banks to face the shock of the pandemic without suffering a major deterioration of their balance sheets.

Overall, the tool offers mid-term signals that complement both long-term indications of the build-up of cyclical risk derived from macrofinancial indicators, and contemporaneous measures of the materialization of financial risks. In this context, the CREWS indicator provides simple and accurate measures of risk in the banking sector that are useful for assessing macroprudential stance and for taking prompt prudential policy decisions.
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Annex 1  Alternative CAMELS variables

Table A1.1
SPECIFICATIONS USING ALTERNATIVE CAMELS VARIABLES

<table>
<thead>
<tr>
<th>Category</th>
<th>Variable</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
<th>VI</th>
<th>VII</th>
<th>VIII</th>
<th>IX</th>
<th>X</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>Capital ratio</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>A</td>
<td>Δ4 NPL ratio</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>M</td>
<td>Losses / Interest Mg</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M</td>
<td>Labor exp. / Operating exp.</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>Cost-to-income</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>E</td>
<td>ROA</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>ROE</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>L</td>
<td>Liquidity ratio</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>S</td>
<td>Ln(assets)</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Macro</td>
<td>Δ Real GDP</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Macro</td>
<td>Δ Interest rates</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

In-sample AUROC
78.60%  79.30%  78.90%  80.20%  83.50%  82.20%  84.10%  87.70%  90.00%  93.50%

Out-of-sample AUROC
68.30%  67.10%  70.30%  71.70%  74.60%  73.90%  74.00%  81.50%  82.40%  85.10%

SOURCE: Author’s calculations.
NOTE: Estimations with data up to 2019Q2. The negative (−) and positive (+) signs represent the estimated sign of the coefficient, which corresponds with the expected sign. An ‘x’ represents that the estimated coefficient is either non-significant or presents the wrong sign. AUROC stands for Area under the ROC (Receiver Operating Characteristics Curve). It measures the probability that the model prediction is correct by comparing the false positive rate with the true positive rate. AUROC values ranges from 0.5 to 1, where a value equal to 1 indicates a perfect prediction model, and a value equal to 0.5 indicates predictions equivalent to those obtained randomly. The out-of-sample AUROC is obtained by estimating the model until 2009Q1 and predicting from 2009Q2 to 2019Q2.

Chart A1.1
COMPARISON OF ALTERNATIVE REGULATORY VARIABLES OF LIQUIDITY AND CAPITAL

SOURCE: Author’s calculations.
NOTE: The LCR and their components are reported by Spanish banks from 2016Q3. The LCR is the ratio between the stock of high-quality liquid assets (HQLA) and the total net cash outflow over the next 30 calendar days. Basel III standards introduced a minimum requirement based on this ratio on 1 January 2015, with a minimum value set at 60%. From 1 January 2019 this ratio should be above 100%. The solvency ratio is defined as common equity tier 1 capital (CET1) divided by risk-weighted assets (RWA), and is available from 2014Q1.
Annex 2  Sensitivity of model predictions to different thresholds

Chart A2.1
PREDICTION OF THE NUMBER OF BANKS IN DISTRESS USING DIFFERENT THRESHOLDS VS THE NUMBER OF OBSERVED BANKS EXPERIENCING DISTRESS SITUATIONS

SOURCE: Author’s calculations.
NOTE: The solid blue, dotted blue and dotted black lines represent predictions of the number of banks in distress at the optimal (14%), 20%, and 50% thresholds, respectively. The optimal threshold is the one optimizing the relationship between false positives and true positives. In-sample predictions are showed from 2000Q1 to 2019Q2 and out-of-sample predictions are presented from 2019Q3 to 2021Q2. The bars represent the observed number of banks in distress during the previous two years.
Annex 3  Determinants of bank distress

Chart A3.1
PERCENTAGE CONTRIBUTION OF THE DETERMINANTS OF THE PREDICTED PROBABILITY OF DISTRESS IN A TWO-YEAR HORIZON OVER TIME

SOURCE: Author’s calculations.
NOTE: The colored areas represent the contribution of each of the CAMELS categories and macroeconomic conditions to the predicted probability of bank distress at a two-year horizon for a bank with average values of all the included variables at each period, where C stands for capital adequacy, A for assets quality, M for management efficiency, E for earnings ability, L for liquidity, and S for sensitivity to market. Macro includes GDP growth and interest rate change. Values from 2019Q3 to 2021Q2 correspond to out-of-sample predictions.
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