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Abstract

The process of internationalisation that many Spanish banks have embarked upon in recent years has resulted in the need for much closer monitoring of the economies in which they are present, especially by a supervisory body such as the Banco de España. In this paper, we present a comprehensive theoretical and empirical modelling approach, developing a set of five country-specific structural BVARs for Brazil, Mexico, Turkey, Chile and Peru, the economies representing the largest exposures of Spanish banks to the emerging markets. The results obtained show that our modelling strategy provides useful tools to: (i) analyse the structural shocks that underlie their recent macroeconomic behaviour; (ii) study the impact of certain decisions of policymakers on GDP, inflation and other variables; and (iii) carry out accurate conditional and unconditional projections two years ahead of the most policy-relevant variables. These projections, together with the “analyst’s judgement”, constitute the bulk of our assessment of the future behaviour of these economies.
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Resumen

El proceso de internacionalización que muchos bancos españoles han emprendido en años recientes ha resultado en la necesidad de un seguimiento más cercano de las economías en las que están presentes, especialmente para un organismo supervisor como el Banco de España. En este trabajo se presenta un enfoque integral de modelización teórica y empírica, desarrollando un conjunto de cinco modelos estructurales BVAR por país para Brasil, México, Turquía, Chile y Perú, economías que representan las mayores exposiciones de bancos españoles en mercados emergentes. Los resultados obtenidos muestran que nuestra estrategia de modelización proporciona herramientas útiles para: i) analizar los choques estructurales que subyacen en su comportamiento macroeconómico reciente; ii) estudiar el impacto de ciertas decisiones de política económica en el PIB, inflación y otras variables, y iii) llevar a cabo proyecciones certeras, condicionales e incondicionales, a dos años vista de las variables de política económica más relevantes. Estas proyecciones, junto con el «juicio del analista», constituyen la mayor parte de nuestra evaluación del comportamiento futuro de estas economías.

Palabras claves: análisis estructural, vectores autorregresivos, estimación bayesiana, restricción de signos.
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1 Introduction

The international expansion that many Spanish banks have undertaken in the last few decades has made the world context much more relevant for a supervisory body such as Banco de España. This internationalisation has had very specific characteristics. First, although the developed countries account for most of the business of Spanish financial institutions abroad (United Kingdom, United States, etc.), some emerging economies (Brazil, Mexico, Turkey, Chile and Peru) account for a very significant percentage of their operations and their consolidated assets. Second, the expansion model has been in the form of subsidiaries, which obtain financing and operate mainly in the host markets.

As a result, these emerging economies need to be monitored much more closely from the point of view of Banco de España. Thus, in the last years a series of macroeconometric models have been developed by members of the DG Economics and Research, in order to refine and improve the in-house analysis. Consequently, these models have been used for several purposes, of which we highlight three: (a) to analyse the structural shocks that underlie recent macroeconomic developments; (b) to study the impact of certain decisions of policymakers on GDP, inflation and other variables; and (c) to carry out conditional or unconditional projections subject to different assumptions.¹

In the related literature, there are many tools available to meet these objectives. However, some of the characteristics of these emerging economies have led us to opt for a specific econometric methodology: structural Bayesian Vector Autoregressive (BVAR) analysis. First, these economies are in the process of real convergence, so it is very difficult to isolate the trend and cyclical components of their macroeconomic aggregates (Aguiar and Gopinath (2007)). Since trend components are crucial to identify long-run relationships among macroeconomic variables and cyclical components are mostly used in more theory-based models like DGSE models, this favours a more empirical approach. Second, the emerging economies usually have relatively short historical series, with frequent changes of regime (e.g. hyperinflationary periods), which makes the Bayesian approach especially appropriate, as it is less reliant on the existence of long data sets. Third, the informal economy in these countries often represents a significant proportion of the whole economy, so the interrelationships that economic theory predicts for certain variables should be imposed with sufficient flexibility, as it is done in BVAR models.

The use of structural BVAR models within academia and central banks to analyse and forecast economic developments has been increasing in recent decades. In many respects, structural BVAR models have been included in the toolkit of macroeconomic modelling in central banks, for at least three reasons: (i) the emergence of new methodologies to deal with a large number of

¹Due to the partial scope of this exercise, these projections should not, in any case, be considered the official forecasts of the Banco de España.
variables (Banbura et al. (2010)); (ii) the surge of methodologies to do structural analysis that was traditionally the preserve of DSGE models (Rubio-Ramirez et al. (2010)), including conditional forecasts (Del Negro and Schorfheide (2013), Banbura et al. (2015)); and, finally, (iii) their good forecasting properties (Gürkaynak et al. (2013)).

From an empirical point of view, traditional maximum likelihood VARs suffer from two major defects. First, VAR models are often over-parameterised; too many lags are included in order to improve the in-sample fit, resulting in a significant loss of degrees of freedom and poor out-of-sample forecast performances. Second, this problem is particularly problematic when datasets are short. Bayesian estimation techniques offer an appealing solution to these issues. Bayesian prior shrinkage allows the number of lags to be reduced, hence limiting the over-parameterisation issue (De Mol et al. (2008), Banbura et al. (2010)). Additionally, the supply of prior information compensates for the possible lack of reliability of the data. For all these reasons, Bayesian VAR models have become increasingly popular since their introduction in the seminal work of Doan et al. (1984).

In this paper, we describe the BVAR models we have estimated for Brazil, Mexico, Turkey, Chile, and Peru. These countries were selected since they are "material third countries" from the point of view of the financial stability, because of their significance for the Spanish banking system, as they are the countries from outside the EU (and, in that regard, third countries) for which domestic credit institutions have significant exposures vis-à-vis. As all the countries are small open economies, the models share the same scheme, with an external and an internal block. The external block is exogenous, in the sense that foreign variables exert influence on the domestic ones, but not the other way round. In the foreign block, we include variables that capture external demand and inflation, the prices of relevant raw materials, foreign interest rates and international financial conditions. Within the domestic block, we include variables of domestic demand, inflation, a standard monetary policy variable (the relevant interest rate) and the exchange rate. The models can be easily extended in order to add fiscal or financial variables.

For the structural shock identification and policy simulation exercises, we use a combination of sign restrictions in the short term. We quantify their dynamic effects on a wide variety of country-specific macro variables. This identification scheme is guided by the simple, theoretical model for small, open economies that appears in Section 2. The remainder of the paper is organised as follows. Section 3 describes the modelling strategy and the estimation of country-specific models. Section 4 briefly summarizes the dataset while Section 5 provides some illustrative examples of the usefulness of a selection of country models. A summary of the main conclusions can be found in Section 6. The most relevant technical details are provided in the appendix.

---

2 See Banco de España, Informe de Estabilidad Financiera 11/2017
2 Theoretical underpinnings

The theoretical modelling approach is set for small open economies with some form of inflation targeting, under a simple macroeconomic model with an IS and a Phillips curve, although allowing for country-specificities in order to capture the main characteristics of the economies we are modelling.

Being open economies, the first block of the model is the external one; being small economies, this block will always enter recursively into the full model. This implies that the rest of the world (or part of it) can influence the economic variables of the specific country, but those of the latter are not able to influence the rest of the world, either in the short term or in the long term (block exogeneity assumption). The variables that have been chosen in all cases for the first block are: (i) a first one representing the world demand ($y^*$) that the modelled country faces, and whose construction is different for each of the five countries, depending on the structure of their exports; (ii) a second one proxying the relative price of the relevant raw materials for each economy ($p^{rm}$), since most of the economies under consideration are commodity-exporters and these prices may, among other drivers, determine the behaviour of their terms of trade and business cycle position; (iii) a financial variable ($VIX$) to account for global financial shocks; (iv) US inflation ($\pi^*$), in order to take into consideration nominal external shocks; and (v) the US interest rate ($i^*$), which is relevant for the pricing of the foreign currency through financial linkages, and as a result, for the formation of the uncovered interest rate parity (UIP).

The second block is the most important in terms of our modelling approach, since it includes the four relevant economic relationships which constitute its theoretical foundations. It should be recalled that when using a BVAR methodology, the equations to be presented below are not those that are ultimately estimated, but rather those employed when selecting the variables eventually considered in these models. Besides, they become the theoretical base in order to impose the combination of exclusion and sign constraints that are necessary to identify the underlying structural shocks.

First, we consider an IS curve of an open economy, which determines the evolution of domestic demand ($y$) according to its own past, the real interest rate ($r$) (which appears with a negative sign, as both the intertemporal substitution and wealth effects predominate over any income effects for individuals who are net creditors), global demand (which determines domestic exports), the real prices of raw materials (increases in which will have a positive effect for the commodity-producing countries as they increase the income transferred from the rest of the world) and the real effective exchange rate ($e$) (for which we are not assuming a specific sign as substitution effects of domestic

---

3 As stressed by Kilian (2009), not all oil price shocks should be considered alike when assessing the implications of sudden changes in this price on the economy. Fluctuations in the real price of oil, for instance, may have very different dynamic effects on macroeconomic aggregates depending on their underlying sources (demand/supply, global/specific shocks). Moreover, it is essential to address the problem of reverse causality from these aggregates to the oil price in order to obtain correct estimates of the magnitude and persistence of these effects.
and external production associated with changes in competitiveness can be counteracted by balance sheet effects on domestic firms that obtain their financing in external currency); ($\varepsilon^d$) therefore captures the structural domestic demand shocks that the economy may suffer:

$$\Delta y = \beta_1 \Delta y_{-1} - \beta_2 r_t + \beta_3 \Delta y^* + \beta_4 \Delta p^{rm} (+/-) \beta_5 \Delta e + \varepsilon^d,$$

(1)

Second, we introduce a Phillips curve, which captures the relationship between the nominal (domestic prices ($p$)) and real variables of the model. This relationship means that the stronger the domestic demand, the higher the prices ($\Delta$ refers to the increase in the corresponding variable). However, insofar as part of the consumption basket of the agents will be imported, the real exchange rate will also have a positive effect, as will real commodity prices. In this case, the residual of the equation ($\varepsilon^s$) should capture, if properly identified, the structural supply or cost shocks to the economy in question:

$$\Delta p = \gamma_1 \Delta p_{-1} - \gamma_2 \Delta y + \gamma_3 \Delta e + \gamma_4 \Delta p^{rm} + \varepsilon^s,$$

(2)

4 In this model, the real interest rate is defined as the nominal interest rate of monetary policy ($i$) minus the variation in prices, as usual. In turn, this nominal interest rate established by the central bank is determined by a Taylor rule. Unlike in advanced economies, the monetary authorities of these emerging economies may be interested not only in meeting the inflation targets (for simplicity the inflation target is omitted in the equation below) and keeping activity growth close to its potential rate (potential growth is also omitted), but also in stabilising the real exchange rate (the real equilibrium exchange rate is also omitted), due to its well-known effects on the financial conditions of the economy. As a result, the residual of this equation ($\varepsilon^{mp}$) will capture pure monetary shocks:

$$i = i^* + \alpha_1 \Delta p + \alpha_2 \Delta e + \varepsilon^{mp},$$

(3)

Finally, the real exchange rate in the UIP is defined as the nominal exchange rate consistent with the difference in real interest rates between the domestic economy and the rest of the world. In this context, the exchange rate is determined under a no-arbitrage condition between domestic assets and those of the rest of the world, assuming perfect capital mobility and the possibility of investing in a risk-free asset. The movements of the exchange rate can also be affected by the evolution of capital flows, which we proxy using the VIX. The shock in this equation could be interpreted as an exogenous shock to the exchange rate.

$$\Delta e = \theta_3 i + \theta_2 i^* + \theta_4 \Delta p + \theta_4 \Delta p^* + \theta_4 VIX + \varepsilon^{fx},$$

(4)

4 We do not impose $\gamma_1$ to be equal to 1 (a vertical Phillips curve), as this constraint would be very strict in the short time period we consider.
Empirically, in the domestic block we include for every country and specification four variables (the bilateral exchange rate with the dollar, headline inflation, GDP and the monetary policy rate) plus one variable (imports) for forecasting purposes, which follows the following specification, depending on domestic output and the real exchange rate.

$$\Delta m = \phi_1 y + \phi_2 e + \varepsilon^m, \tag{5}$$

The theoretical relationships explained above can be summarized with different combinations of these variables and the external block.

The methodology is flexible enough to include additional blocks, if necessary. As an illustration, a fiscal block would consider a variable of the public accounts (expenses, revenues, balance, etc.) which, like the rest of the variables, is explained by the past of the rest of the variables to take into account its endogenous character and their response to the business cycle. The inclusion of an equation of this type in the model allows identifying fiscal (demand) shocks ($\varepsilon^{fp}$). A financial block would include some variable directly affected by the financial situation of the specific economy (credit-to-the-private sector, interest rate spreads, etc.). Given that the rest of the variables appearing in the model can be considered credit demand determinants, this equation would allow credit supply shocks ($\varepsilon^{cs}$) to be identified.\footnote{Both variables could potentially be relevant for the previous equations, specially for the IS curve.}

### 3 Modelling strategy

This section describes the specification and the estimation method used for country-specific structural BVAR models, which closely follows Canova and Cicarelli (2009), to which the reader is referred for more details. The common general VAR model specification for an $N$-dimensional vector of time-series $y_t$ can be defined in compact form as:

$$y_t = C_t + \phi_1 y_{t-1} + ... + \phi_p y_{t-p} + z_t, \quad z_t \sim N(0, \Sigma) \tag{6}$$

where $\phi_1, ..., \phi_p$ are $N \times N$ matrices of coefficients on the $p$-lags of the variables, $C_t$ is an $N$-dimensional vector of constants, time trends, or exogenous data series.\footnote{The combination of variables in levels and growth rates may lead to problems with trends and cointegration relations. Yet, stationarity has been guaranteed (when needed).} The reduced-form innovations are collected in the vector $z_t$, which is assumed to be normally distributed, $\Sigma$ being the covariance distribution of the VAR errors.

The reduced-form innovations are considered a function of the structural innovations, $\varepsilon_t$, and their corresponding impact multiplier matrix $A^{-1}$, as $z_t = A^{-1} \varepsilon_t$, where $\varepsilon_t$ is also assumed to be normally distributed $\varepsilon_t \sim N(0, I)$.
For the sake of clarity, let us assume, for instance, an identification scheme relying on a combination of sign restrictions that includes only three structural shocks and estimate the impacts of these: a demand shock, a supply shock, and a monetary policy shock. Following the standard theory mentioned above, demand shocks have a positive effect on output while driving up inflation and the interest rate. Supply shocks impact output positively and tend to reduce prices. The effect on the interest rate is left undetermined as it is not certain whether it will be the increase in activity or the fall in price that predominates in the response of the central bank to the shock. Finally, an expansionary monetary policy shock translates into a cut in the policy rate (interest rate), which boosts output and tends to increase the price level. With such an identification scheme the shocks are unambiguously defined since they cannot generate similar responses for all the variables.

\[
\begin{bmatrix}
  GDP_t \\
  \pi_t \\
  i_t
\end{bmatrix} =
\begin{bmatrix}
  \phi_{1,0} \\
  \phi_{2,0} \\
  \phi_{3,0}
\end{bmatrix} +
\begin{bmatrix}
  \phi_{1,1} & \phi_{1,2} & \phi_{1,3} \\
  \phi_{2,1} & \phi_{2,2} & \phi_{2,3} \\
  \phi_{3,1} & \phi_{3,2} & \phi_{3,3}
\end{bmatrix} \begin{bmatrix}
  GDP_{t-1} \\
  \pi_{t-1} \\
  i_{t-1}
\end{bmatrix} (L) +
\begin{bmatrix}
  z_{GDP,t} \\
  z_{\pi,t} \\
  z_{i,t}
\end{bmatrix} (7)
\]

The reduced-form innovations included in the vector \( z_t \) in [6] are expressed in structural innovations, \( \varepsilon_t \), with the following restrictions:

\[
\begin{bmatrix}
  z_{GDP,t} \\
  z_{\pi,t} \\
  z_{i,t}
\end{bmatrix} =
\begin{bmatrix}
  + & + & + \\
  + & - & - \\
  + & - & -
\end{bmatrix} \begin{bmatrix}
  \varepsilon_{d,t} \\
  \varepsilon_{s,t} \\
  \varepsilon_{mp,t}
\end{bmatrix} (8)
\]

We estimate the model by means of Bayesian techniques. The baseline prior of the model coefficients is the Minnesota prior (see Litterman, 1979). In this framework, it is assumed that the VAR residual variance-covariance matrix \( \Sigma \) in [5] is known. The hyperparameter values are selected using a grid search for each economy. The lag order selection is based on the Akaike information criteria under a country-specific framework.

### 4 Data collection

For each country, we collected quarterly time series for each variable considered in the model. The external block series are largely common across countries: (i) US real GDP growth; (ii) US inflation; (iii) Fed Funds rate; (iv) CBOE volatility index (VIX); and (v) oil prices (measured by the crude oil BFO M1 Europe FOB). Yet, country-specific exposure to alternative commodities led us to also consider copper prices (London Metal Exchange (LME)-Copper, Grade A 3 Month) for Chile and Peru models. By the same token, the external block of the model for Turkey alternatively considers euro area variables: (i) EA real GDP growth; (ii) EA inflation; and (iii) REPO rate - basically to deal with the zero lower bound constraints of the official interest rate. The domestic block is modeled using official, country-specific national statistics.
The standard sample starts in 1995Q1 and ends in 2019Q2. All data are available at the quarterly frequency and all variables are transformed into quarterly log-differences to guarantee stationarity and model stability, except interest rates and VIX, which are in levels. Finally, GDP and imports time series are seasonally adjusted (in origin) when available, and by means of the method of adjustment based on information criteria \(^7\) in the exceptional cases of Peru and Turkey models.

5 Applications

This section summarizes the most usual applications of the BVAR modelling toolkit. We make use of this type of models for three different tasks: (i) projection exercises; (ii) policy simulations; and (iii) decomposition of shocks.

The appendix provides further technical details on how the contribution of each structural shock to the historical dynamics of the data series is computed and the conditional forecasts procedure.\(^8\)

First, projection exercises help bring together in a systematic manner a wide range of information on current and future economic developments. In particular, this type of exercises are usually used to assess the outlook for inflation and economic activity for the coming two to three years. There are four main steps in the production of the projection exercises. The first step involves the setting and running of country-specific BVAR models with a set of observable information (balanced panel covering the most policy relevant variables.). To overcome the real-time forecasting challenges, in the second step the models account for asynchronous data publication. The publication delay of the GDP growth is often much higher than that of the rest of information set, usually being the last, observed variable. We therefore are able to consider and condition the projections to the new, most up-to-date set of information (conditional projections) that is published ahead of the national accounts in the following quarters (such as certain number of financial variables characterising the outlook of financial markets or inflation). In the third step, we establish common paths for different exogenous variables on a technical basis (Federal fund rates, raw material prices, etc.). Furthermore, by including information on domestic policies, we are able to estimate conditional projections for each country.\(^9\) In this final stage, we can also insert short-term forecasts estimates for GDP growth, as alternative, real-time models have shown higher predictive accuracy at shorter horizons. We then describe two forecasting examples, aimed at targeting macroeconomic variables in Mexico and Brazil (within a 2-year horizon).

A second potential use of the BVAR toolkit is usually for policy simulations. These are empirical models of an aggregate nature. Yet, in order to be used in assessing the impact of say,\(^7\) To mirror the convention we make use of the ‘forecast’ package in R (Hyndman).

\(^8\) All five models have been developed within the framework of the Bayesian Estimation, Analysis and Regression (BEAR) toolbox developed by the European Central Bank, and based on Dieppe et al. (2016).

\(^9\) In any case, bear in mind that these cannot be considered final projections, as they include alternative off-model information such as the analyst’s judgement.
macroeconomic policies (i.e., monetary, fiscal or macroprudential), a set of theory-based identification restrictions are needed. We limit such contraints to a minimum in order to let the data “speak”. To illustrate this kind of exercises, we analyze the macroeconomic responses of a couple of potential shocks: (i) domestic response to domestic monetary shocks; and (ii) cross-country response to a external shock (i.e. US monetary policy shocks). In the following sections, we show: (i) how the Mexican variables evolve with different assumptions of future interest rates in the US; and (ii) how large and persistent is the effect in CPI inflation of a monetary policy shock in Chile.

Finally, an alternative use of these type of models is commonly known as “story-telling”. We decompose the past evolution of each endogenous variable in the BVAR according to identified shocks (see the technical appendix). Section 5.3 provides an illustrative example for the Mexican economy. For the sake of clarity, structural shocks are identified using a combination of exclusion and sign restrictions (Arias et al. 2014). Therefore, we can distinguish whether a given behaviour of GDP growth or inflation is mainly a consequence of external, demand, supply or monetary shocks depending on the specification of the model. This is an alternative to traditional conjunctural analysis, which highlights the role played by the expenditure components of GDP and their determinants in explaining the behaviour of activity.

5.1 Forecasting

In this subsection, we provide an easy-to-implement illustration of one of the most common uses of BVAR models, which is forecasting. In this kind of models, most variables are usually endogenous: they are determined within the model, once random extractions of the residuals are obtained. Thus only in the case of exogenous variables, it is necessary to provide a path over the projection horizon. These assumptions are usually taken from an alternative model(s), based either on market expectations or on technical assumptions (i.e., using market leading indicators such as oil price futures). In our modelling approach, all variables are endogenous but the external block is only endogenous with respect to itself and not affecting the domestic block (i.e., block exogeneity).

We make use of a set of macroeconomic information for Mexico and Brazil as of July, 2019. Due to the usual asynchronous information flows that typically characterise macroeconomic data publication, we face a balanced panel with data up to 2019 Q1 and limited data for 2019 Q2. Concretely, we need to handle with missing observations for the National Accounts Statistics (i.e., GDP growth and imports) while final data is considered for all other variables. This is merely an illustration and it is not related to the actual projections of the Bank of Spain. The out-of-sample forecasting performance of reduced-form models has been extensively tested in the empirical literature, and an exhaustive survey is out of the scope of this paper. However, we evaluate the accuracy of conditional BVAR forecasts based on the actual value (i.e. observed ex post) of the

---

10 According to the theoretical section, let us consider a shock to the Taylor rule residual.

11 Hence, the vintage used at the forecast periods contains missing data at the end of the sample, reflecting the calendar of data releases.
future paths of the assumptions. Considering the true values of the assumptions, they give rise to forecasts which are not replicable in real time. Such future paths were obviously unknown. However, intuitively, this is the appropriate procedure to evaluate the accuracy of conditional forecasts. In fact, Clark and McCracken (2014) show that the traditional statistics of forecast accuracy retain their statistical properties when evaluating conditional forecasts only if the latter are based on the true value of the "conditions". We compare our BVAR conditional forecasts to the BVAR unconditional forecasts, to gauge if and to what extent our model is able to extract information from the assumptions.

Figure 1 reports a comparison of the unconditional and conditional BVAR projection distribution (the 16th, 50th and 84th quantiles, red dashed lines) for the Mexican macroeconomic scenario. In particular, the top four charts show the dynamics of the exchange rate, inflation, monetary policy rate and oil prices, with known data up to 2019 Q2. The projections suggest that the bilateral exchange rate of the Mexican peso vis-a-vis with the US dollar is expected to depreciate over the forecasting horizon, but in 2019 Q2 there was an unexpected appreciation. Moreover, monetary policy was looser than expected while inflation was lower-than-expected by model, too (consistently with the exchange rate appreciation). Finally, oil prices were in line with model’s expectations.

All charts show corresponding actual data until 2019Q1. For the forecast horizon, 2019:Q2-2021Q4, the solid blue line plots the median forecasts produced by the unconditional model. The red solid line the median forecasts produced by the conditional model while the red-dashed lines make reference to the distribution of the forecasts.
The bottom two charts show the main target variables. With new information from 2019 Q2, GDP growth is expected to gradually expand over 2019 and inflation is expected to remain below the previous estimation, which increases the purchasing power of agents, together with a more supportive monetary policy.

Figure 2 summarizes the same comparison between the unconditional and conditional BVAR projection distributions for the economy of Brazil. As observed, the incoming, up-to-date data for 2019 Q2 do not add relevant information to significantly modify model’s expectations. If anything, inflation rate is expected to be slightly lower, the exchange rate while monetary policy’s predicted path is somewhat looser. In general, the actual data for the exchange rate and monetary policy are quite in line with BVAR model’s expectations. In this sense, GDP growth projections are slightly lower than the unconditional forecasts, as the model predicts lower demand in the short run, given that inflation has been also lower. This effect is counteracted by higher oil prices, that traditionally has been positively correlated with GDP growth. This relationship might be explained by fiscal factors, by investments in the oil industry or by short-run productivity effects (Kataryniuk and Martínez-Martín, 2019).

Figure 2: BVAR model projections for Brazil

All charts show corresponding actual data until 2019Q1. For the forecast horizon, 2019:Q2-2021Q4, the solid blue line plots the median forecasts produced by the unconditional model. The red solid line the median forecasts produced by the conditional model while the red-dashed lines make reference to the distribution of the forecasts.
Hence, we evaluate the accuracy of conditional BVAR forecasts based on the actual value (i.e. observed ex post) of the future paths of the technical assumptions. Considering the true values of the assumptions, they give rise to forecasts which are not replicable in real time. Such future paths were obviously unknown. However, intuitively, this is the appropriate procedure to evaluate the accuracy of conditional forecasts. In fact, Clark and McCracken (2014) show that the traditional statistics of forecast accuracy retain their statistical properties when evaluating conditional forecasts only if the latter are based on the true value of the "conditions". We compare our BVAR conditional forecasts to the BVAR unconditional forecasts, to gauge if and to what extent our model is able to extract information from the assumptions, and to the forecasts from a univariate benchmark.

Finally, we generate conditional forecasts depending on the expected monetary policy path in the US, as taken from futures data in February 2019. As can be seen in Figure 3, the monetary policy in Mexico reacts to the monetary policy in the US. In the long run, the BVAR model suggests that monetary policy reaction is higher in Mexico than in the US, pointing to a central bank reaction function that takes into account not only the interest parity condition but also macroprudential concerns stemming from movements in capital flows.

5.2 Economic response of the Chilean economy to a monetary policy shock

One of the main uses of economic models is to calibrate the effect that a disturbance identified in the model can have on the rest of the endogenous variables. These disturbances must be structural, in the sense that they are neither determined nor determine the rest of the model’s shocks. As a
central bank, a shock which becomes paramount to understand and deeply analyse is, obviously, a monetary policy shock. Precisely, its effects are those illustrated in this section in the case of the Chilean economy.

Technically, the identification strategy follows the theoretical underpinnings already described in previous sections. Thus, an expansionary monetary policy shock of a structural nature may lead to reductions of interest rates and is correlated with higher GDP growth and inflation. Its economic interpretation is the following: assuming that the interest rate can be approximately determined through a Taylor rule (i.e. the current interest rate depends on the past interest rate, GDP growth, inflation and possibly also on the exchange rate), the pure monetary policy shock would result in a change of the Taylor rule’s residual (i.e. a change in the rate of interest which is not the result of changes in any other explanatory variables such as GDP, inflation and/or exchange rate). This identification strategy allows us to avoid reverse causality issues.

By the beginning of 2017, the Chilean economy faced the possibility that inflation, which was on a downward path, would remain below the central bank target for a protracted period of time, especially if the exchange rate continued to appreciate. Given that the Central Bank’s main mandate of price stability, a reduction in interest rates was expected, in line with analysts’ projections in the Economic Expectations Survey (EES) as of March 2017. Such monetary policy loosening would involve a reduction of 50 basis points in the reference 1-year interest rate. The counterfactual scenario of interest rates not being reduced by the central bank despite lower inflation would amount to an effective tightening in monetary policy, as the lower inflation would increase the real interest rate.

Figure 4: CHILE: CIP evolution in alternative scenarios

![Figure 4: CHILE: CIP evolution in alternative scenarios](image)

---

12 For further details, see Banco de España Report on the Latin American economy: First half of 2017.
As shown in Figure 4, in the baseline scenario the monetary policy shock is correlated with a price increase, leading inflation to above the 3% target at the end of 2017. Whereas in the counterfactual scenario, inflation does not return to the target until 2018. The magnitude of the impact of the monetary policy shock on inflation is similar to that reported in other studies of the Chilean economy, such as that of Parrado (2001). In short, monetary policy would be decisive in stabilising inflation in a situation in which price growth deviated from the Central Bank’s objective. Obviously, this increase in inflation would be mainly a consequence of the higher pressure of domestic demand since GDP would grow at rates around 5%, one percentage point more than in the alternative scenario. The greater pressure of domestic demand would be the result of higher spending on consumer goods and investment, which would trigger the substitution, income and wealth effects associated with the reduction in real interest rates.

5.3 Historical decomposition of shocks

This modelling approach is also suitable to determine the structural shocks explaining the recent behaviour of a given economy. This avoids a recurrent issue in conjunctural analysis, namely that of circular reasoning. For instance, whenever a new GDP figure is released along with its expenditure-side disaggregation, an argument often found is that GDP expands due to increased private consumption and this in turn is a consequence of the favorable evolution of the household income. Yet at this aggregate level, the income of households represents most of the GDP. Once one can rely on identifying structural shocks, the “story telling” under this modelling approach becomes quite different. For example, let us assume that the predominant shock in a specific quarter is domestic demand and, in particular, public spending. In such a setting, the narrative would be

Figure 5: Historical decomposition of GDP growth shocks for Mexico
This kind of exercise has occasionally been presented in reports on some Latin American economies. Specifically, in the second semester of 2016, we made use of this tool in the analysis of recent Brazilian behaviour - at that moment the country was suffering a major recession.\footnote{In addition to the historical decomposition of shocks, the macroeconomic effects of a fiscal shock (in the form of public expenditure adjustments) were quantified in the second semester of 2016. For further details, see Banco de España Report on the Latin American economy: Second half of 2016.}

The identification of domestic and external shocks also allow us to construct a historical decomposition of the endogenous variables based on the contributions of the structural shocks. In particular, one can divide the value of any variable for each country in the contribution of the deterministic components and the structural shocks. The appendix provides technical details.

For illustration, we compute the historical decomposition of the model presented in Section 5.1 for Mexico. Figure 5 shows the historical decomposition of GDP growth into identified shocks, starting from 2012 until 2018. We show that the BVAR model is able to identify and quantify two well-known shocks (domestic vs. external) faced by the Mexican economy. As the external shocks are identified with respect to the domestic ones, but not among them, we add up the external shocks as a single contributor. First, the model identifies a significant negative external shock in 2013Q2, which coincides with the episode known as the taper tantrum. The BVAR model’s results also suggest a subtraction of quarterly GDP growth by 0.4 percentage points. By the same token, the BVAR model identifies a negative supply shock (the biggest one since the 1990’s) in 2017Q1, related to the liberalization of energy prices, which pushed inflation upwards during the first quarter of 2017\footnote{For further details, please, see Banxico (2017)}. This shock caused both an increase in inflation and a fall in GDP growth, that amounted to 0.15 pp.

6 Concluding remarks

The recent internationalisation of many Spanish banks has made it imperative to monitor the developments in international markets more closely, given the financial stability mandate of the Banco de España. This paper addresses that objective by presenting some of the tools used to analyse macroeconomic developments in those emerging economies which are of material relevance for the Spanish financial system. Thus, the paper sets up a macroeconometric modelling approach designed for broad applications to emerging markets, represented here by a small sample of the more relevant countries for Spanish credit institutions: Brazil, Mexico, Turkey, Chile and Peru. We
develop a set of country-specific structural Bayesian VARs and show that our modelling strategy provides useful tools to: (i) analyse the structural shocks that underlie their recent macroeconomic behaviour; (ii) examine the impact of certain decisions of the macroeconomic authorities on a variety of macrofinancial variables (GDP, inflation, etc.) and their interrelationships; and (iii) carry out accurate conditional and unconditional projections two years ahead of the most relevant policy variables. Our results reveal that these tools can be used successfully for an even more in-depth exploration of macroeconomic behaviour in emerging economies. Suggested endeavours include the potential inclusion of other theoretical blocks or the application to a broader sample of countries.
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7 Appendix

7.1 Historical decomposition of shocks

A matter of interest in VAR models is to establish the contribution of each structural shock to the historical dynamics of the endogenous variables included in the model. Specifically, for all sample periods, one may wish to decompose the value of each variable into its different components, each component being due to one structural shock of the model. This identifies the historical contribution of each shock to the observed data sample. Thus, any endogenous variable can be separated into two parts: one due to deterministic exogenous variables and initial conditions, and one due to the contribution of unpredictable structural disturbances affecting the dynamics of the model.

For the sake of clarity, let us consider the simplest case where the VAR model has only one lag:

\[ y_t = A_1 y_{t-1} + C x_t + z_t \]  

(9)

Backward substitution gives:

\[
y_t = A_1 y_{t-1} + C x_t + z_t \\
= A_1 (A_1 y_{t-2} + C x_{t-1} + z_{t-1}) + C x_t + z_t \\
= A_1 A_1 y_{t-2} + A_1 C x_{t-1} + A_1 z_{t-1}
\]

(10)

By iterating up to the beginning of the sample, in general, for a model with \( p \) lags, we may rewrite:

\[
y_t = \sum_{j=1}^{p} A_j^{(t)} y_{1-j} + \sum_{j=0}^{t-1} C_j x_{t-j} + \sum_{j=0}^{t-1} B_j z_{t-j}
\]

(11)

where the matrix series \( A_j^{(t)} \), \( C_j, B_j \), are functions of \( A_1, A_2, \ldots, A_p \). Note also the matrices \( B_1, B_2, \ldots, B_{t-1} \), provide the response of \( y_t \) to shocks occurring at periods \( t, t-1, \ldots, t-j \). By definition, they are result of impulse response function (IRF) matrices:

\[
B_j = \varphi_j
\]

(12)

Therefore, by rearranging we define:

\[
y_t = \sum_{j=1}^{p} A_j^{(t)} y_{1-j} + \sum_{j=0}^{t-1} C_j x_{t-j} + \sum_{j=0}^{t-1} \varphi_j z_{t-j}
\]

(13)

and the representation of the IRF in terms of structural shocks:

\[
\varphi_j z_{t-j} = \varphi_j DD^{-1} z_{t-j} = \varphi_j \sigma_{t-j}
\]

(14)
what may lead us to:

\[ y_t = \sum_{j=1}^{p} A_j^{(t)} y_{t-j} + \sum_{j=0}^{t-1} C_j x_{t-j} + \sum_{j=0}^{t-1} \varphi_j \sigma_{t-j} \]  

(15)

where the first two components are the historical contribution of deterministic variables and the last component is the historical contribution of each structural shock.

To wrap up, bear in mind that this describes the historical decomposition in a traditional, frequentist context. Yet, our Bayesian framework implies uncertainty with respect to the VAR coefficients, so this uncertainty must be integrated into the above framework, and one must compute the posterior distribution of the historical decomposition. As usual, this is done by integrating the historical decomposition framework into the Gibbs sampler, in order to obtain draws from the posterior distribution. Therefore, our empirical SVAR approach is estimated using Bayesian methods to reduce the dimensionality problem with standard Minnesota (or Litterman) priors. In this framework, it is assumed that the VAR residual variance-covariance matrix \( \Sigma \) is known. Hence, the only object left to estimate is the vector of parameters. The reported bootstrapping is based on standard errors, percentiles and confidence intervals generated by means of Gibbs sampling procedures after 10,000 repetitions.

### 7.2 Conditional forecasts

One may be interested in obtaining what are known as conditional forecasts. These are usually defined as forecasts obtained by constraining the path of certain variables to take specific values.

To derive conditional forecasts from our Bayesian SVARs, our approach is based on Waggoner and Zha (1999).

Consider again the VAR model specified in Section 3:

\[ y_t = C_t + \phi_1 y_{t-1} + \ldots + \phi_p y_{t-p} + z_t, \quad z_t \sim N(0, \Sigma) \]  

(16)

Assume that one wants to use this model to produce forecasts, and, to make things more concrete, let us consider the simple case of predicting \( y_{t+h} \) for a VAR with one lag. By recursive iteration similar to that mentioned above, the forecasts are functions of three terms: (i) terms involving the present value of the endogenous variables \( y_t \), terms involving future values of the exogenous variables \( x_t \), and terms involving future values of the reduced form residuals \( z_t \). As a result, for a forecast of period \( T+h \) from a VAR with \( p \) lags, the following expression is obtained:

\[ y_{t+h} = \sum_{j=1}^{p} A_j^{(h)} y_{T-j+1} + \sum_{j=1}^{h} C_j^{(h)} x_{T+j} + \sum_{j=1}^{h} B_j^{(h)} z_{T+j} \]  

(17)
where $A_j^{(h)}$, $B_j^{(h)}$, and $C_j^{(h)}$ denote the respective matrix coefficients on $y_{T-j+1}$, $z_{T+j}$, and $x_{T+j}$ for a forecast $y_{t+h}$. By defining the corresponding impulse-response function matrices, we rewrite the forecast function in terms of structural shocks:

$$ y_{t+h} = \sum_{j=1}^{p} A_j^{(h)} y_{T-j+1} + \sum_{j=1}^{h} C_j^{(h)} x_{T+j} + \sum_{j=1}^{h} \phi_{h-j} \tau_{T+j} $$

where the first two terms summarise the forecasts in the absence of shocks while the latter represents the dynamic impact of future structural shocks. Therefore, once the system is obtained, it remains to be known how to draw the structural disturbances so that this system of constraint will be satisfied.

In this vein, we rely on Waggoner and Zha (1999), who derive a Gibbs sampling algorithm to construct the posterior predictive distribution of the conditional forecast. In particular, they show that the distribution of the restricted future shocks is normal, and characterised by:

$$ \tau \sim N(\bar{\tau}, \bar{x}), \text{ with } \bar{\tau} = M(MM')^{-1}m, \text{ and } \bar{x} = I - M(MM')^{-1}M $$

It is then possible to use the traditional Gibbs sampler framework to generate draws of the posterior distribution of conditional forecasts, as detailed in the incoming algorithm:

**Step 1.** Define the total number of iterations of the algorithm, the forecast horizon $h$, and the conditions to be imposed: $\bar{y}_1, \bar{y}_2, \ldots, \bar{y}_v$.

**Step 2.** Draw $\Sigma_{(n)}$, $A_{(n)}$, and $b_{(n)}$ from the corresponding posterior distributions, by recycling draws from the Gibbs sampler at iteration $n$.

**Step 3.** Compute the unconditional forecasts: $y_{(T+1)}, \ldots, y_{(T+h)}$.

**Step 4.** Compute the impulse response function matrices $\tau_j$ and $\bar{\tau}_j$ from the constrained variables.

**Step 5.** Build $M$ and $m$, as defined above, and draw the constrained shocks.

**Step 6.** Calculate the conditional forecast using [20] according to the unconditional forecasts from Step 2 and the constrained shocks from Step 5.