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Abstract

On the back of new technologies, new data sources are emerging. These are of very high frequency, with greater granularity than traditional sources, and can be accessed across the board, in many cases, by the different economic agents. Such developments open up new avenues and new opportunities for official statistics and for economic analysis. From a central bank’s standpoint, the use and incorporation of these data into its traditional tasks poses significant challenges, arising from their management, storage, security and confidentiality. Further, there are problems with their statistical representativeness. Given that these data are available to many agents, and not exclusively to official statistics institutions, there is a risk that different measures of the same phenomenon may be generated, with heterogeneous quality standards, giving rise to confusion among the public. Some of these sources, which consist of unstructured data such as text, require new processing techniques so that they can be integrated into economic analysis in an appropriate format (quantitative). In addition, their use entails the incorporation of machine learning techniques, among others, into traditional analysis methodologies. This article reviews, from a central bank’s standpoint, some of the possibilities and implications of this new phenomenon for economic analysis and official statistics, with examples of recent studies.
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SOME IMPLICATIONS OF NEW DATA SOURCES FOR ECONOMIC ANALYSIS AND OFFICIAL STATISTICS

Introduction

Over the past decade, the development of new technologies and social media has given rise to new data sources, commonly known as “big data”. These new data sources have specific characteristics in terms of volume and level of detail (far greater than those of traditional sources), their high frequency and their often unstructured nature (not necessarily numerical or organised, such as data from text or images). In recent years, a large number of applications have emerged for these new data sources in the area of economics and finance, particularly in central banks, both for expanding the base data they use to carry out their functions and for the economic and prudential analysis and banking supervision work they engage in (see, for example, Broeders and Prenio [2018] and Fernández [2019]). The new data sources have also given rise to key methodological developments (see Fernández-Villaverde et al. [2019]).

In the specific area of economic analysis, the new data sources have significant potential, even taking into account that central banks already make very intensive use of statistical data, both individual (microdata) and aggregate (macroeconomic) to perform their functions. In particular, these new sources allow for:

— a better understanding and more agile monitoring of economic reality, with a shorter time lag for the phenomena to be analysed and a greater level of detail. Specifically, relevant information becomes available, in some cases in real time, for the economic forecasting of key variables, such as GDP, private consumption or employment.

— information to be gathered on variables that are difficult to measure (such as sentiment or expectations), but are essential for economic agents’ decision-making.

— better assessment of economic policy and more possibilities of simulating alternative measures, owing chiefly to the availability of microdata that could be used to improve the characterisation of agents’ heterogeneity and, thus, to conduct a more in-depth and accurate analysis of their behaviour.

The rest of the article is divided into two parts. The first, which includes boxes 1 and 2, sets out the main contributions of the recent literature, and highlights some innovative applications. The latter part examines the implications of this new phenomenon for official statistics.

New data sources for economic analysis

Central banks make intensive use of structured databases to carry out their functions. Structured data are data that have already been classified and organised, and can be readily used by central bank economists. Some examples of individual (microeconomic) data are firms’ balance sheets (for example, from the Banco de España’s Central Balance Sheet Data Office; see Menéndez and Mulino [2018] or Banco de España [2018]), information relating to the volume of credit granted by financial institutions to individuals and firms (for example, the studies carried out using the Banco de España’s Central
Credit Register or the data relating to agents’ financial decisions in the Spanish Survey of Household Finances (see Banco de España, 2017). These databases are normally published annually or quarterly. In the area of macroeconomics, the main source of information is the National Accounts which, in the case of Spain, are prepared and published by the National Statistics Institute (INE, by its Spanish abbreviation) and the Banco de España, although a great deal of other information on the economic and financial situation is also published, primarily on a monthly basis, but also with a higher frequency.

On the back of new technological developments, the sources of information can be expanded, with greater granularity and higher frequency. Greater granularity is associated with the volume of available information. Thanks to new technologies, information can be obtained about every single action taken by an individual or firm (that is, at the most disaggregated level), for example, transactions conducted using bank cards. Higher frequency refers to the speed at which such data are updated, daily or sometimes even in real time. To continue with the above example, credit card transaction data, which can be used to approximate household consumption patterns, are potentially available in real time at a very reduced cost in terms of use, particularly when compared with the cost of conducting country-wide household surveys. By way of example, Chart 1 shows how credit card transactions performed very similarly to household consumption in Spain (see Gil et al. [2018] and Bodas et al. [2018]).

The availability of vast quantities of new information poses significant challenges in terms of the management, storage, security and confidentiality infrastructure required:

- First, the orderly management of different types of data requires a flexible infrastructure that stores both structured (table format) and unstructured (no
specific format) data, and provides analytical tools to view any relevant information contained in such data.

— It is also necessary to develop adequate security systems to protect the privacy of the different databases.

— Owing to their high frequency, the volume of unstructured data grows exponentially and thus requires a system that minimises storage costs, without compromising security needs.

— Lastly, optimal management of unstructured data requires the integration of new professional profiles (data scientists) at central banks and closer collaboration between the different areas, such as information systems, statistics and economic analysis and research.

Moreover, the diverse nature of the new information sources requires the assimilation and development of techniques that transform and synthesise data, in formats that can be incorporated into economic analysis. In the case of unstructured data, the information gathered is of no particular value until it has been processed. For example, textual analysis techniques enable the information contained in text to be processed and converted into structured data (for a brief description of these methodologies, see Box 2). These new information types notably include:

— **Google Trends.** This Google tool provides access to the searches carried out by web users on keywords of interest.

— **Media online databases.** Many web servers store text from different information sources, such as newspaper and magazine articles. Information can be extracted on topics published by newspapers and on the treatment they are given.

— **Social media** (for example, Facebook and Twitter). From the messages posted by social media users, the prevailing opinions and the general tone of online debates can be extracted.

— **Web search portals.** These include, for example, portals created for housing or job searches and allow information to be extracted about the real estate and labour markets, respectively.

— **Mobile phone data.** Through mobile applications and the combination of geolocation data, the use of the mobile provides insight into the habits, activities and movements of users.

— **Satellite data.** Satellite images allow, for example, to measure agricultural areas in less developed countries or night-time electricity consumption.\(^2\)

However, the new data sources entail certain problems and should be used in an informed manner. In particular (see Einav and Levin, 2014), there may be problems with the

---

\(^2\) Night-time electricity consumption is considered a good proxy for a country’s level of development and has proved to be particularly useful in the case of developing countries with scant availability of traditional national accounts data.
representativeness of samples, for example, when they provide information about users of new technologies but do not necessarily represent the target population. Further, the abundance of unstructured information available requires the use of statistical and machine learning techniques to summarise it, and thus, automated predictive models gain prominence over the approximation approach of traditional empirical analysis in which economic theory usually guides analysts in their choice of variables. Thus, in predictive models using big data, it is usually the model that selects the most relevant variables.

Lastly, these sources are new and it is difficult to determine to what extent their representativeness will be maintained over time. This poses risks for investment, in terms of the research that can be carried out to exploit specific sources.

Box 1 reviews a broad range of recent papers in which new techniques and new data sources are applied to economic analysis.

The new data sources also open up untapped possibilities for the compilation of statistics. Admittedly, the ability of these sources to affect the area that is most specific to central banks, that of financial statistics, is limited, since statistics are largely based on administrative registers (such as bank balances or firms’ reporting on their cross-border transactions) that cannot be easily replaced by alternative sources and whose availability is assured since agents are obliged to regularly report such information to regulatory and supervisory authorities. Compared with these structured sources, which have long been used for statistical purposes, the new data (mostly unstructured) would have a largely complementary role, possibly geared towards very specific or more qualitative purposes (such as detecting information gaps in certain segments).

It is important to note that the field of statistics has been working with granular information for a long time. Some statistics have a very high level of detail, as in the case of issuance and holdings of securities (which provide a breakdown by security), individual loans extended by the banking system, transactions and positions of domestic agents vis-à-vis the rest of the world, individual balance sheets of non-financial corporations, etc. Also, in central bank statistics, there is a growing trend to obtain and use such microdata, which may contribute to improving the quality of official statistics, since they enable a more accurate comparison of source data and analysis of consistency with the aggregate variables. Moreover, the availability of this information means that different features can be analysed (instruments, maturities, counterparties or denomination currencies, among many others) without having to request the information again, saving costs for those reporting it, since microdata normally have multiple dimensions that can be used for analysis. At the same time, the increased availability of microdata requires the development of new technical resources to ensure that their use leads to higher quality statistics.

The boom in new data sources has had a positive effect for official statistics in that technical tools are currently being developed to deal with the vast amount of information. These new tools (which include artificial intelligence techniques, machine learning and data analytics) can be used by official statistics to process structured microdata, especially to enhance their quality (for example, to detect and remove outliers) or to reconcile information received from different sources with different frequency.

---

3 See Belloni et al. (2012) and Belloni, Chernozhukov and Hansen (2014), as examples of applications in which automatic learning models improve causal inference studies, identifying the ideal number of control variables or instruments from a vast number of potential variables.

4 See Bean (2016), inter alia.
Perhaps more efforts have been made to exploit the new data sources in the area of non-financial statistics. Initiatives such as measuring prices (using web scraping techniques) or certain external trade items (for example, estimating tourist movements by tracking mobile networks). Developing countries, which face greater difficulties in setting up solid statistics infrastructures, are starting to use the new data sources, even to make estimates of some National Accounts aggregates (see Hammer et al [2017]).

Finally, it should be pointed out that the huge quantities of available data also pose a challenge for official statistics, since they can be used by individuals to generate their own measures of economic phenomena and to publish this information. To counteract the potential competition from the private sector to generate “statistical” information, which could be based on sources as unreliable as the social media, the quality and transparency framework of official statistics needs to be strengthened. Official statistics are based on an internationally consolidated and comparable methodology that serves as the basis for objectively assessing the economic situation and the response of economic policy. In this regard, statistical authorities should be transparent in disclosing the methods used to compile official statistics, so as to counter the potential effects of “fake news” on measures of economic variables, and draw up a communication policy that will debunk any falsehoods before they have a chance to spread.
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Twitter. Accornero and Moscatelli (2018) develop an economic sentiment indicator based on tweets that mention the main Italian financial institutions, and show how analysis of the tone of tweets can serve to enhance forecasts of changes in retail deposits.

Google Trends. Choi and Varian (2012) show how Google Trends indicators can improve short-term predictions of private consumption in the case of purchases planned in advance (for example, durable goods). Gil et al. (2018) use this tool to develop indices of durable and non-durable goods consumption which can anticipate agents’ consumption decisions. Artola and Galán (2012) employ the same tool to construct an indicator of British tourist inflows to Spain (the Spanish tourist industry’s main customers), which enhances the prediction of demand and activity variables in Spain.

Credit cards. Aprigliano et al. (2017) show how, based on electronic payment system data, information about electronic payment flows improves GDP forecasting compared with models using traditional economic cycle indicators. Gil et al. (2018) assess the contribution of a broad range of new data sources to the short-term prediction of household consumption. The results of this study underline the high predictive capacity of credit card transaction indicators (see Chart 1 of the main text). Other relevant papers include Bodas et al. (2018). These authors use data relating to all BBVA debit and credit card transactions in Spain to replicate the INE’s standard retail sales index, which also allows them to construct retail consumption indices for areas for which no official statistics are available, such as the regions or sectors.

Online search portals. On the basis of housing sales and rental advertisements in Italy’s main real estate services online portal, Loberto et al. (2018) analyse house prices in specific real estate market segments and identify the housing features that are most relevant to explaining their price. Regarding the labour market, Turrell et al. (2018) use job adverts posted on a recruitment portal to analyse labour market mismatch, the increase in occupational or regional mismatch, and recent developments in the UK labour market.
Applications involving text analysis (text mining) have gained special significance in the area of economic analysis. With these techniques, relevant information can be obtained from texts, and then synthesised and codified in the form of quantitative indicators. First, the text is prepared (pre-processing), specifically removing the part of the text that does not inform analysis (articles, non-relevant words, numbers, odd characters) and word endings, leaving only the root. Second, the information contained in the words is synthesised using quantitative indicators obtained mainly by calculating the frequency of words or word groups. Intuitively, the relative frequency of word groups relating to a particular topic allows for the relative significance of this topic in the text to be assessed.

Text mining techniques can be summarised as follows:

— Searches using logical operators (Boolean).

1 Basic, logical or Boolean search operators are “and”, “or” and “not”.

Chart 1
ECONOMIC AND POLICY UNCERTAINTY: SIGNIFICANT EVENTS

The indicator shows more pronounced movements on the dates of the events associated with significant changes in uncertainty in Spain.

INDICATOR OF ECONOMIC AND POLICY UNCERTAINTY

<table>
<thead>
<tr>
<th>Selection of significant events</th>
<th>Creation of the euro area</th>
<th>General elections in Spain</th>
<th>11/9 terrorist attacks</th>
<th>Invasion of Iraq</th>
<th>11 March terrorist attacks and general elections in Spain</th>
<th>Bailout of Bear Stearns and general elections in Spain</th>
<th>Collapse of Lehman Brothers</th>
<th>Greece requests financial assistance</th>
<th>General elections in Spain</th>
<th>Financial assistance to Spain</th>
<th>General elections in Spain</th>
<th>United Kingdom referendum (Brexit) and general elections in Spain</th>
<th>Catalan crisis</th>
</tr>
</thead>
<tbody>
<tr>
<td>A January 1999</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B March 2000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C September 2001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>D March 2003</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E March 2004</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F March 2008</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>G September 2008</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H April 2010</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I November 2011</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>J June 2012</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K December 2015</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L June 2016</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M October 2016</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

SOURCE: Ghirelli, Pérez and Urtsun (2019).
— “Latent topic” techniques (topic modelling). These techniques identify the main topics in a body of text without the researcher having to specify keywords of interest. This is what limits dictionary analysis, since keywords are restricted to the researcher’s pre-existing ideas before analysing the topics. Instead, latent topic modelling enables topics not previously identified by the researcher to be discovered. The basic assumption is that each text is represented by a mixture of unobserved topics, which the researcher must identify. To this end, the frequency of words in the body of the text is analysed. Intuitively, topics are identified by repeated patterns in which the same words coincide in the same texts. For example, if words such as “hospital”, “sick” and “health” appear in the same texts, the model recognises this as a topic in itself, represented by those words. 

Measuring economic uncertainty caused by economic policy is an issue that is of relevance to macroeconomic analysis addressed in recent literature. In the case of Spain, the most recent paper is by Ghirelli et al. (2019). Following the methodology set out in Baker et al. (2016), the authors of this article have constructed an uncertainty indicator for Spain’s economic policies and have found a significant dynamic relationship between this indicator and the main macroeconomic variables. Specifically, based on a search of keywords in Spanish newspapers, every month the total number of newspaper articles containing terms relating to the concepts of uncertainty, economy and policy are counted. The index is based on seven of the most widely-read national newspapers (the country’s four most widely-read general newspapers and its three leading business newspapers), thus providing very broad coverage.

The indicator shows significant increases or decreases relating to events associated, ex ante, with an increase or decrease in

![Graphs showing the effects of an increase in economic and policy uncertainty on GDP, consumption, and investment responses, as well as the response of the sovereign debt spread to uncertainty.]

**Chart 2**

**EFFECTS OF AN INCREASE IN ECONOMIC AND POLICY UNCERTAINTY (a)**

**SOURCE:** Ghirelli, Pérez and Urtasun (2019).

**NOTE:**  ○ indicates statistical significance at the 5% level and ● indicates statistical significance at the 10% level.

<table>
<thead>
<tr>
<th>GDP RESPONSE</th>
<th>SOVEREIGN DEBT SPREAD RESPONSE</th>
<th>CONSUMPTION RESPONSE</th>
<th>INVESTMENT RESPONSE</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image" alt="GDP Response Chart" /></td>
<td><img src="image" alt="Debt Spread Response Chart" /></td>
<td><img src="image" alt="Consumption Response Chart" /></td>
<td><img src="image" alt="Investment Response Chart" /></td>
</tr>
</tbody>
</table>

**a** The VAR model includes: as endogenous variables, uncertainty as measured by the synthetic indicators of financial markets, disagreement and economic policy uncertainty, GDP/consumption/investment, the Spanish sovereign debt spread over the German Bund and a price index; and as exogenous variables, EURO STOXX 50 volatility, the EPU for the EU as a whole and a synthetic indicator of European uncertainty (calculated in a similar manner to that used for Spain’s synthetic indicators).
economic uncertainty. It should be noted that the indicator takes major events in recent decades which could be associated with significant changes in uncertainty (see Chart 1). For example, the terrorist attacks of 11 September 2001 in the United States, the collapse of Lehman Brothers in September 2008, the request for financial assistance by Greece in April 2010, the request for financial assistance to restructure the banking sector and savings banks in Spain in June 2012, the Brexit referendum in June 2016, or the episodes of political tension in Catalonia in October 2017.

In addition, unexpected increases in the economic policy uncertainty indicator are estimated to have adverse macroeconomic effects. Charts 1 and 2 illustrate the main results of the exercises carried out and provide the response of the main macroeconomic variables (GDP, the Spanish risk premium, private consumption and investment in capital goods) to an unexpected uncertainty shock (see Chart 2). Specifically, an unexpected rise in uncertainty would lead to a significant reduction of GDP, consumption and investment, and to a higher risk premium.