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Abstract

This paper studies how investment and production in an economy is allocated across sectors when they face asymmetric financial conditions. Namely, when investors in one sector may run projects with higher loan-to-values than in another sector. Investors decide where to invest based on total rents and face a trade-off. While they may run larger projects in the sector with the best financial conditions, unit rents in this sector are lower than in the other sector due to a pledgeability premium. The level of interest rates affects this trade-off and therefore investors’ endogenous segmentation across sectors. The effect is non-monotonic. When interest rates are high, projects are small and the differences in unit rents across sectors dominate the differences in project sizes. In this case, a drop in interest rates, move investors toward the most productive sector. Instead, when interest rates are low, projects are large, but much larger in the sector with the best financial conditions. In this case, the differences in project sizes across sectors dominate the differences in unit rents and a drop in interest rates moves investors towards the least productive sector but with the best access to external funding. We find that this hump-shaped relationship between interest rates and the share of investors allocated to a given sector may translate into a similar hump-shaped relationship between interest rates and the ratio of aggregate investment across sectors. Instead, in a model without financial asymmetries across sectors both relationships are monotonic and do not exhibit a hump. We claim that this paper provides helpful insights to understand the pattern of sectoral reallocation of investment and production observed in some OECD countries recently.
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1 Introduction

Financial leverage and the ability of the financial sector to allocate financing to investment opportunities is one of the key determinants of a well-functioning economic system. Recent historical experience suggests that monetary conditions and the functioning of the financial system may affect not only the level of investment in an economy but also the allocation of that investment within different sectors.

The purpose of this paper is to study how investment and production are allocated across sectors in an economy in which entrepreneurs face financing constraints that differ depending on the project they choose to pursue. We consider two sectors, one producing a durable non-tradeable good (housing) and another one producing a non-durable tradeable good (consumption). These sectors differ in their ability to obtain financing. In particular, we consider that investors in the housing sector, because they offer better collateral to financial institutions, are able to run projects with higher loan-to-value ratios than those of investors in the consumption sector.\(^1\) A minimum investment requirement in the projects of both sectors further highlights this financial asymmetry.

This assumption appears to be consistent with the evidence across a wide range of countries. Figure 1 shows the capital structure (measured as the ratio of debt to total assets) of construction firms (line with squares) and manufacturing firms (line with circles) across a broad range of Euro area countries for the period 1995-2004 (except for Finland, where data go from 1999 to 2004). Construction firms have consistently been in all countries and throughout the time period more leveraged than manufacturing firms, suggesting that the construction sector have a higher access to debt relative to the value of its assets than other activities.

\(^1\)One could argue, for instance, that production in the consumption goods sector is, relative to the production in the housing sector, more intensive in human capital than in physical assets and that, as implicitly assumed in most of the literature studying consumers’ borrowing, due to moral hazard issues in borrower’s human capital, this has less value as collateral than physical assets.
Figure 1. Ratio of debt to total assets of construction and manufacturing firms.\(^2\)

In the model, a first consequence of this financial asymmetry across sectors is that, in any interior equilibrium where production in both sectors is undertaken, a pledgeability premium arises in the sense that, due to the higher pledgeability of housing projects, these must necessarily offer lower unit rents. Hence, optimizing investors face a trade-off between lower unit rents but larger projects in the housing sector and larger unit rents but smaller projects in the consumption sector.

This trade-off is affected by the level of the interest rate in the economy. When interest rates are relatively high, projects in both sectors are small and differences in unit rents across sectors

\(^2\)Data comes from the BACH database published by the European Commission. For details on the database see Drudi et al. (2007).
dominate. Every investor who can reach the minimum investment size in the consumption sector optimally decides to invest there. Intuitively, for these rates, the investors’ allocation across sectors is driven by feasibility. On the contrary, when interest rates are low, projects in both sectors are large. However, due to the better financial conditions in the housing sector, projects may be much larger in this sector than in the consumption one. In this case, the relative differences in project sizes between sectors dominate the relative differences in unit rents and some investors who can afford investing in the consumption sector prefer to invest in housing where they can obtain larger rents by running much larger projects. Intuitively, for these rates, feasibility does not play any role and profitability drives the investors’ equilibrium segmentation.

The effect of interest rates on the investors’ equilibrium allocation is non-monotonic. When that allocation is driven by feasibility, a drop in interest rates alleviates the investors’ feasibility constraint and allows some investors to leave the housing sector towards the consumption goods sector. Instead, when investors’ segmentation across sectors is driven by profitability, a drop in interest rate reinforces the effect of the better financial conditions in the housing sector and leads to a reallocation of investors towards that sector. As a result, the relationship between interest rates and the equilibrium share of investors in the consumption sector is hump-shaped.

But changes in interest rates in this model not only affect the investors’ endogenous segmentation across sectors (the extensive margin). They may also lead to large reallocations of aggregate investment and productive capacity in the economy and to large changes in the relative price of goods, the stock of foreign debt and aggregate productivity. In particular, we show that the hump-shaped relationship between interest rates and the investors’ endogenous segmentation may translate into a similar hump-shaped relationship between interest rates and the ratio of aggregate investment in the consumption sector relative to the housing sector. Interestingly, a model that considers symmetric financial conditions across sectors can not generate none of these non-monotonic relationships.

We believe the features in this model can help in understanding some recent episodes of investment allocation and lending across sectors in a large number of OECD countries. The hump-shaped relationship between interest rates and industry investment arising from the model is a pattern observed in the data. Figure 2 shows for a number of OECD countries the relationship between the ratio of investment allocated to non-construction activities relative to construction activities (housing and other construction) and the level of real interest rates for the period 1995-2005. There appears to be a nonlinear hump-shaped relationship. Construction investment accounted for a larger share of overall investment in these economies when interest rates were very low and when interest rates were high. For an intermediate range of interest rates the share of non-construction investment was relatively higher.\(^3\)

\(^3\)We do not claim that this observed pattern is driven exclusively by the mechanism highlighted in this paper.
Figure 2. Investment across sectors and interest rates.\textsuperscript{4}

Just that it goes in line with the predictions of our model. In this sense, we acknowledge that many other factors not included in this model can potentially be helpful in explaining the evidence shown in Figure 2.

\textsuperscript{4}Data for real long-term interest rates come from the OECD Economic Outlook No. 80 (December 2006). Investment data come from the OECD Annual National Accounts Main Aggregates. The dark lines in the figure
Our model is most closely related to Matsuyama (2007a) who analyses what happens to the supply side of an economy when producers must choose among projects with different degree of pledgeability. Matsuyama shows that credit cycles and credit traps can endogenously result in an economy of this type. However, that paper only considers a one sector economy (all projects produce the same output) and it is not able to say anything about the sectoral reallocation of investment induced by shocks in the presence of asymmetric financial conditions. This is precisely the purpose of this paper.

Our paper is also related to Antràs and Caballero (2007) who consider asymmetric financial conditions, not only across sectors in an economy, but also across countries. They develop a general equilibrium model including these financial frictions and analyze how they affect trade and capital flows between South and North. Our approach is different. We focus on a small open economy and we are mostly concerned with the macroeconomic impact that falls in the exogenous interest rate have on the economy.

The rest of the paper is organized as follows. Section 2 presents the model. Section 3 describes the different steady state equilibria that may exist in this economy and how they depend on the interest rate. Section 4 provides some comparative statics via numerical examples and it shows how the model performs when interest rates change or the degree of financial asymmetries diminishes. Section 5 concludes and provides some lines for further research.

2 The model

We consider a small open economy with two goods, a tradeable and a non-tradeable. The tradeable good is perishable and its price, which is normalized to 1, is taken as given by all domestic agents. The non-tradeable good is durable and it depreciates at a rate $\delta < 1$. Its price is determined in the domestic market. We, henceforth, refer to the tradeable and the non-tradeable good as consumption and housing, respectively.

This economy is populated by a continuum of agents who live for two periods. There are three type of agents: investors, consumers and housing intermediaries. We next deal with each of them separately.

2.1 Investors

A measure 1 of investors is born every period. In the first period of their life, investors are endowed with one unit of consumption goods and decide on how to invest it. They face three different alternatives for investment. First, they may lend their endowment in the international
credit market, earning a gross risk-free return of $R_t$. Second, they may invest in the production
of consumption goods using a constant-returns-to-scale (CRS) technology that produces $A^c$
units of consumption goods at $t+1$ per unit invested at $t$. Third, they may invest in the
production of houses using a CRS technology that produces $A^h$ housing units at $t+1$ per unit
of consumption good invested at $t$.\footnote{Notice that only consumption goods are used as inputs in both the consumption and housing sectors (henceforth, $C$ sector and $H$ sector, respectively).} Investors cannot run more than one project simultaneously.

Lending does not require a minimum volume of investment. Instead, investment in the
production of houses and consumption goods is subject to minimum scale requirements. No
investor can run any project in either sector unless he is able to make an investment of size $m$
or larger. Hence, the following \textit{feasibility constraint} applies to all investments in the housing
and consumption sectors,

\[ x_t \geq m, \]  

where $x_t$ is the size of the investment. In order to rule out the trivial case in which (1) never
binds we assume that $m > 1$. That is, the initial endowment is not sufficient to overcome the
above feasibility constraint. Rather, investors must rely on external funding, paying an interest
rate $R_t$ (denoted in gross terms) for borrowed funds. As it will be clear below, this minimum size
requirement is key in determining the allocation of investors across sectors and its importance
depends on the interest rate. The fact that $m$ is the same in the $C$ and $H$ sectors is just a
simplifying assumption.

Denoting by $d_t$ the volume of borrowed ($d_t > 0$) or lent ($d_t < 0$) funds, the budget constraint
for a young investor is given by

\[ x_t \leq 1 + d_t. \]  

Borrowing is subject to borrowing constraints that limit the maximum volume of external
funding per project. In particular, we assume that any investor in housing at $t$ can not borrow
more than a fraction $\theta^h < 1$ of the discounted market value of his production at $t+1$. Formally,

\[ d_t \leq \theta^h P_{t+1} y_{t+1}^h/R_t, \]  

where $P_{t+1}$ is the unit price of housing, in terms of consumption goods, at $t+1$ and $y_{t+1}^h$ is the
physical output generated by the project, i.e. $y_{t+1}^h = A^h x_t$. Similarly, we impose a borrowing
limit to investors in the $C$ sector. In particular, each investor in this sector faces a borrowing
limit of the form

\[ d_t \leq \theta y_{t+1}^c/R_t, \]
where \( y_{t+1}^c = A^c x_t \). In contrast to the assumption maintained for the \( H \) sector, we introduce heterogeneity in the degree of pledgeability across investors’ projects in the \( C \) sector. Namely, the highest loan-to-value parameter \( \theta \) in (4) is investor-specific. The reason to consider this heterogeneity is that, as it will be clear below, we want to obtain marginal movements of investors across sectors when the financial conditions in the economy change. In particular, we want to avoid to all investors in the \( C \) sector jump out of this sector when there is a change, for instance, in the interest rate. Thus, we assume that \( \theta \) is distributed across investors according to a well-behaved distribution function with support on the interval \([\underline{\theta}, \bar{\theta}] \) for \( \{\underline{\theta}, \bar{\theta}\} \subset (0,1) \) and with density function \( f(\cdot) \).

As discussed in the Introduction, this paper is concerned with the macroeconomic effects of asymmetric financial conditions across sectors. In this sense, the evidence provided in Figure 1 suggests that firms in the housing (construction) sector may have better access to credit that those in the consumption (manufacturing) sector. We take this into the model by assuming that investment projects in the \( H \) sector allow all investors to pledge a greater fraction of future output as collateral than an alternative project in the \( C \) sector. More specifically, we consider that

**Assumption 1:** \( \bar{\theta} < \theta^h \).

Young investors at \( t \) pursue the investment alternative in which, after taking the optimal decisions, they can obtain the maximal rents at \( t + 1 \). We denote by \( \omega^i_{t+1} \) the investors net worth at the beginning of \( t + 1 \). This depends on which project they undertook when young, \( i = c, h, l \). An optimizing lender simply lends all his endowment in the first period of life. Thus, his net worth at the beginning of his second period of life is \( \omega^h_{t+1} = R_t \). Instead, investors in the \( C \) and \( H \) sectors obtain \( \omega^c_{t+1} = y_{t+1}^c - R_t d_t \) and \( \omega^h_{t+1} = P_{t+1} y^h_{t+1} - R_t d_t \), respectively.\(^6\) We deal next with the optimal investment decisions within those sectors. Afterwards, we explain the old investors’ utility maximization problem. We postpone the question of how agents optimally allocate across projects to section 3.

### 2.1.1 Optimal level of investment in \( C \)

An investor in the \( C \) sector seeks to maximize \( \omega_{t+1} \) subject to the feasibility constraint (1), the flow of funds constraints (2) and the borrowing limit (4), taking as given the price of consumption goods and the technology of the sector. As our interest here is on interior equilibria in which the economy produces consumption goods (beyond the exogenous endowments), we need to assume that investment in the \( C \) sector is always more profitable than lending:

\(^6\)Notice that the second period net worth of an investor in the \( C \) sector, \( \omega^c_{t+1} \), depends on his pledgeability rate \( \theta \). We make this dependence explicit below.
**Assumption 2:** \( A^c > R_t. \)

Assumption 2, however, is not sufficient to ensure the existence of such interior equilibria since, in principle, the minimum size constraint may deter all investors from investing in the \( C \) sector. On the other extreme, assumption 2, together with a CRS technology, imply that investors in this sector would ideally wish to undertake unboundedly large projects. To rule out both extremes, we impose the following assumption:

**Assumption 3:** \( 1 < \frac{R_t}{\theta A^c} \leq \frac{m}{m-1}. \)

First, combining (2) and (4), we learn that \( R_t \theta A^c > 1 \) ensures that the investor with the largest credit capacity, \( \theta \), can only borrow in a finite amount. Hence, the latter is true for all investors. Second, combining (2), (4) and (1), holding as equalities, we learn that \( \frac{R_t}{\theta A^c} \leq \frac{m}{m-1} \) implies that, at least, the latter investor can finance the minimum investment, \( m \).

Given assumption 2, investors in this sector optimally put their total endowment as down-payment in a project with the maximum leverage so that the borrowing constraint (4) binds. Thus, the optimal volume of investment satisfies,

\[
x_t = \frac{R_t}{R_t - \theta A^c}. \tag{5}
\]

Hence, the size of the investment project \( x_t \), is negatively related to the interest rate and positively related to the investor-specific rate of pledgeability, \( \theta \).

### 2.1.2 Optimal level of investment in \( H \)

An investor in the \( H \) sector maximizes \( \omega_{t+1} \) subject to constraints (1), (2) and (3), taking as given the technology of the sector and the housing price. Regarding the latter, in equilibria where some new houses are produced at time \( t \) (at least one investor of that generation invests in the \( H \) sector), the following two conditions must hold,

\[
P_{t+1} \theta^* h \geq R_t, \tag{6}
\]

and

\[
1 < \frac{R_t}{\theta^* h P_{t+1} \theta h} \leq \frac{m}{m-1}. \tag{7}
\]

The inequality in (6) ensures that the return of a project in this sector is not lower than the interest rate. The sign conditions in (7) ensure, first, that the minimum investment constraint is not binding for a project with the maximum leverage and, second, that projects in this sector have a finite size. Thus, as regards their economic meaning, (6) and (7) resemble the content of assumptions 2 and 3, respectively. However, there is an important qualification. While
assumptions 2 and 3 are conditions on parameters only, (6) and (7) involve the housing price, i.e. an endogenous variable. Thus, the latter are interior equilibrium conditions.\(^7\)

Given those conditions, the optimal volume of investment for an investor in this sector is given by

$$x_t = \begin{cases} 
\in \left[ m, R_t \frac{R_t}{R_t - \theta h P_{t+1} A^h} \right], & \text{if } P_{t+1} A^h = R_t \\
R_t \frac{R_t}{R_t - \theta h P_{t+1} A^h}, & \text{if } P_{t+1} A^h > R_t 
\end{cases}$$

(8)

The investment equation (8) differs from its \(C\) sector counterpart (5) in one important respect. In principle, nothing precludes that \(P_{t+1}\) is sufficiently low so that the investor is just indifferent between investing in the \(H\) sector and lending his endowment, which happens when (6) holds as an equality. In such a case, the investor may not use all his credit capacity, so that (3) does not bind. Then, any level of investment lying between \(m\) and the one consistent with (3) holding as an equality, i.e. \(R_t / (R_t - \theta h P_{t+1} A^h)\), yields the same net profit. This indeterminacy result is depicted in the top line of (8). If, on the contrary, \(P_{t+1} > R_t / A^h\), then the cost of external funds falls strictly below the investment return so that it is optimal to invest (and borrow) as much as possible, in which case \(x_t\) is given by the expression in the bottom line of (8).

2.1.3 Investors’ utility maximization

In the second period of life, investors collect the output of their projects, repay outstanding debts inclusive of interest and devote any remaining surplus to consume goods and housing services. At period \(t + 1\), an investor born at \(t\) seeks to maximize the following objective function,

$$U_t = \gamma \log h_{t+1} + \log c_{t+1}$$

(9)

subject to the flow of funds constraint in that period

$$c_{t+1} + Q_{t+1} h_{t+1} \leq \omega_{t+1}^j$$

(10)

where, as defined above, \(\omega_{t+1}^j\) is the investor’s net worth at the beginning of his second period of life and it depends on which sector he invested when young, \(i = c, h, l\). \(c_{t+1}\) and \(h_{t+1}\) represent consumption of goods and housing services, respectively, and \(Q_{t+1}\) is the unit price of housing services. Housing services, as explained in detail below, are produced out of the existing housing stock and traded by a continuum of real estate intermediaries. The positive constant \(\gamma\) captures

\(^7\)Notice that out of the steady state it is possible to find equilibria with no production of new houses. That would be the case if the initial stock of housing is sufficiently high so that the price, even with no new production, is sufficiently low to drive the gross return from producing houses, \(P_{t+1} A^h\), below the interest rate.
the relative weight placed by the agent on housing services relative to consumption.

Notice that old investors spend, by virtue of the logarithmic form of preferences, a constant fraction \(1/(1 + \gamma)\) of their net worth on goods and the remaining on housing services, regardless of the sector in which they invested when young. Thus, \(c_{t+1} = \frac{1}{1+\gamma} \omega_{t+1}\) and \(h_{t+1} = \frac{\gamma}{1+\gamma} \omega_{t+1}/Q_{t+1}\).

### 2.2 Consumers

A measure \(\pi\) of consumers is born every period and, like investors, they live for two periods. In each period of life, they are endowed with one unit of consumption goods. The only decision they take is how to spend their endowment, in each period, between consumption goods and housing services in order to maximize utility. Namely, a consumer born at period \(t\) maximizes, both when young \((i = t)\) and when old \((i = t + 1)\), the following objective function,

\[
U_i = \gamma \log h_i + \log c_i
\]  

subject to the budget constraint

\[
c_i + Q_i h_i \leq 1
\]

Consumers in this economy behave in a really trivial way and all the qualitative results obtained in this paper are robust to the omission of these agents from the model. They are useful, however, for the quantitative analysis develop in section 4.

### 2.3 Housing intermediaries

A measure 1 of housing intermediaries, who also live for two periods, is born in every period. Intermediaries use the housing stock to produce the period by period flow of housing services, which is assumed to be identical to the stock. Housing services are then sold in a competitive market to consumers and old investors at a unit price \(Q_t\). An intermediary born at \(t\) maximizes the profit function

\[
\Pi^{h}_{t+1} = (1 - \delta) P_{t+1} h_t^b - R_t d_t^b,
\]  

---

8 Investors only receive endowment in their first period of life. Considering instead that, like consumers, investors receive endowment both when young and old would not have any relevant effect on the predictions of the model.

9 The stock of houses in the economy, \(H_t^c\), evolves according to the law of motion \(H_t^c = (1 - \delta) H_{t-1}^c + Y_t^b\), where \(\delta\) is the rate of depreciation of the housing stock and \(Y_t^b\) is the aggregate production of new houses.

10 Housing intermediaries can be seen as landlords that rent out their housing stock to consumers and old investors at a rental price \(Q_t\). Under this view, the existence of a rental market in this economy allows us to treat separately the investment and consumption decisions that every investor faces when young and old, respectively. Absent such rental market, young investors would face a more complex problem in which they would choose the optimal allocation of their endowment between house purchases and productive investments. This is the reason why we introduce the sector of housing intermediaries.
subject to the flow of funds constraint

\[ (P_t - Q_t) h_t^h = d_t^h, \]  

(14)

where \( h_t^h \) and \( d_t^h \) represent the housing stock held by the intermediary and the volume of borrowed funds, respectively. Expression (14) contains the timing assumption that an intermediary purchases houses at time \( t \), which are used to produce housing services during the same period. We do not impose any collateral constraint on debt holdings by intermediaries and we assume that they have zero initial endowment. Profits are then defined in (13) as the difference between the market value of the non-depreciated fraction of the housing holdings and debt repayments, inclusive of interest. Competition among intermediaries leads profits to zero. In particular, it happens that

\[ Q_t + (1 - \delta) \frac{P_{t+1}}{R_t} = P_t \]  

(15)

This last expression is intuitive. It states that the marginal revenue from an extra housing unit, which corresponds to the price of the extra unit of housing services, \( Q_t \), plus its discounted resale value, net of depreciation, \( (1 - \delta) P_{t+1}/R_t \), must be equal to the cost of such extra unit, \( P_t \). Thus, intermediaries are indifferent regarding how much housing stock to hold and this decision is fully determined by the aggregate demand of housing services.

3 Steady state analysis

In this section we explore the steady state properties of the model. Specifically, we focus on interior stationary equilibria in which some tradeable goods are produced.\(^\text{11}\) Since any steady state in this economy must involve an active \( H \) sector, the equilibrium house price must satisfy the steady state versions of both (6) and (7). Thus,

\[ P \geq \max \left\{ \frac{R}{A^h}, \frac{m - 1}{m} \frac{R}{\theta^h A^h} \right\}. \]  

(16)

This condition says that \( P \) must be sufficiently high so that, first, investment in that sector is, at least, as much profitable as lending and, second, the value of a project in the housing sector generates enough collateral to overcome the minimum scale constraint (1). For the sake of generality, we assume that \( 1 - 1/m < \theta^h \). This implies that \( \frac{R}{A^h} > \frac{m - 1}{m} \frac{R}{\theta^h A^h} \), so that the relevant lower bound for the steady state housing price is \( P \geq \frac{R}{A^h}. \)\(^\text{12}\)

\(^\text{11}\)In steady state the economy must produce some houses since they are non-tradeable goods subject to depreciation and the utility function of investors and consumers satisfies \( \lim_{H \to 0} U \to \infty \). However, we can not invoke a symmetric argument for tradeable goods, since the presence of an exogenous endowment of these goods allows for the possibility of zero (endogenous) production.

\(^\text{12}\)This assumption goes in favor of generality since it implies that there may exist steady state equilibria with non-binding borrowing limits in the housing sector, as those analyzed below.
3.1 Endogenous investors segmentation

In analyzing how investors optimally allocate across sectors, it is useful to distinguish between steady state equilibria where $P = \frac{R}{A^c}$ and steady state equilibria where $P > \frac{R}{A^c}$. We next deal with these two types of interior equilibria. Afterwards, in section 3.2 we discuss which type of equilibria is more likely depending on the interest rate.

3.1.1 An unconstrained housing sector

Consider a situation in which the unit return in the $H$ sector equals the interest rate, i.e. $PA^h = R$. In such a case, the borrowing constraint (3) does not bind and any investor in the $H$ sector is indifferent between engaging in that investment and lending his endowment in the international capital market. As a result, the aggregate supply of houses is completely elastic and the equilibrium volume of production is determined by the demand.

In the absence of rents above the interest rate in the $H$ sector, positive rents in the $C$ sector, $A^c - R > 0$, imply that it is optimal to invest on it for everyone who find it feasible, i.e. for everyone whose $\theta$ is sufficiently high so that his project satisfies (1). We denote by $\theta^F$, for feasibility, the lowest $\theta$ such that the feasibility constraint (1) is satisfied. Combining (1), holding as an equality, with (5) we find that

$$\theta^F = \frac{m - 1}{m} \frac{R}{A^c}$$

The above expression is intuitive. A higher minimum scale $m$, requires more credit to carry on the project and this leads to a higher $\theta^F$. A higher interest rate, that reduces the collateral value of the project, also causes $\theta^F$ to increase. Likewise, a low value of the project, as captured by a low $A^c$, goes hand in hand with a higher $\theta^F$, since then the project, given everything else, produces less collateral.

Therefore, investors with pledgeability rates $\theta \geq \theta^F$ invest in the $C$ sector. Hereinafter, we denote by $\theta^*$ the pledgeability rate of the marginal investor, that with the lowest $\theta$ among those investing in the $C$ sector. In this case, $\theta^* = \theta^F$. Investors with $\theta < \theta^F$ are indifferent between investing in $H$ and lending his endowment. As stated above, their decision is driven by the demand of housing.

Using the steady state counterpart of the non-arbitrage condition (15), and aggregating the demand for housing services across old investors and young and old consumers, we can write
the aggregate demand for houses (equivalently, housing services), denoted by $H^d$, as

$$H^d = \frac{\gamma}{1 + \gamma} \frac{A^h}{R - 1 + \delta} \left\{ 2\pi + R + \int_{\theta^*}^{\theta} \frac{A^c - R}{1 - \theta A^c / R} f(\theta) d\theta \right\}$$

(18)

The term in brackets in the right hand side of (18) is the total income of those agents. $2\pi$ is just the endowment of young and old consumers. Investors in the $H$ sector and lenders all have a net worth equal to $R$. Investors in the $C$ sector, instead, obtain $R$ plus an excess return. The latter is just the unit excess return, or unit rents, $A^c - R > 0$, times the size of the investment project with the highest leverage, $1 / (1 - \theta A^c / R)$. Some simple algebra shows that $\frac{dH^d}{dR} < 0$, which is the result of two reinforcing effects. First, given that housing is a durable good, a fall in $R$ implies an outward shift in the demand schedule since the user cost of housing falls. The latter substitution effect more than compensates the negative wealth effect suffered by lenders. Second, a lower $R$ increases the rents of investors in $C$ and also allow more investors to invest in the $C$ sector (i.e. $\theta^*$ goes down), hence raising total rents in the economy which further fuels the demand for housing.

### 3.1.2 A constrained housing sector

In equilibria in which $PA^h > R$, both investors in the $H$ and $C$ sectors obtain rents (above the interest rate) and the borrowing constraint in the $H$ sector is binding. Importantly, rents per unit invested in the $H$ sector, while positive, must be lower than in the $C$ sector, i.e. $PA^h < A^c$. To see this, notice that equal unit rents in both sectors, $PA^h = A^c$, together with a higher degree of pledgeability for housing investments (assumption 1) would imply that total rents would be strictly greater in the $H$ sector than in the consumption one for every investor. Hence, a positive pledgeability premium, defined as $A^c - PA^h$, is a necessary condition for the existence of an interior equilibrium.

As opposed to the equilibria characterized in the previous section, positive rents in the $H$ sector open the possibility that some investors optimally choose this sector even if they are able to run a project in the $C$ sector, i.e. they can afford an investment that satisfies the minimum size requirement in that sector. Intuitively, since investors decide in which sector to invest based on total rents, the optimal choice ultimately takes into consideration both unit rents and the size of the project. In this sense, whereas a positive pledgeability premium ensures that unit rents are higher in the $C$ sector, higher pledgeability of projects in housing allow for larger projects. Thus, under some conditions, investors with lower pledgeability rates $\theta$, may find optimal to sacrifice higher unit rents in the $C$ sector and run larger projects with lower unit rents in the $H$ sector. Such trade-off lies at the heart of the central mechanism of this paper.
As before, let us denote by $\theta^*$ the pledgeability rate of the marginal investor, that with the lowest $\theta$ among those investing in the $C$ sector. For such an investor the following condition holds,

$$\omega^c(\theta^*) \geq \omega^h. \quad (19)$$

(Herein, we emphasize the dependence of the second period net worth after investing in the $C$ sector, $\omega^c(\theta^*)$, on the investor specific rate $\theta$. In contrast, net worth after investing in the $H$ sector, $\omega^h$, is the same for all investors.) Since total rents in the $C$ sector are increasing in the individual rate $\theta$, it follows that all investors with $\theta > \theta^*$ invest in the $C$ sector while the rest choose the housing one.

In order to characterize $\theta^*$ further it is useful to distinguish two cases, depending on whether (19) holds as an equality or not. First, imagine that rents obtained by the marginal investor in the $C$ sector lie strictly above the ones that he would get in the $H$ sector. In that case, we learn that $\theta^*$ is such that the marginal investor meets exactly the minimum investment requirement and, hence, $\theta^* = \theta^F$, as in the unconstrained $H$ sector studied before.

Second, imagine that the marginal investor is able to finance the minimum investment in both sectors and, hence, he would obtain the same total rents in both sectors. In this latter case, $\theta^* = \theta^P$, where $\theta^P$, for profitability, is implicitly defined by the following equality,

$$\frac{A^c - R}{R - \theta^PA^c} = \frac{PA^h - R}{R - \theta^hPA^h}. \quad (20)$$

This last expression makes clear that, given a positive pledgeability premium, the marginal investor is indifferent between both sectors iff investment with maximum leverage in the $H$ sector is larger than the corresponding investment in the $C$ sector, i.e.

$$\theta^hPA^h > \theta^PA^c. \quad (21)$$

Further, as the minimum investment requirement must be satisfied in any event, we learn that (20) meaningfully characterizes the marginal investor iff $\theta^P \geq \theta^F$. Thus, putting things together, the marginal investor is identified by

$$\theta^* = \max \{ \theta^F, \theta^P \} \quad (22)$$

This last expression plays a central role in the analysis that follows. As our main interest here is in analyzing how changes in the interest rate affect investment, credit and output composition, we next study the effects of $R$ on $\theta^*$ which, in view of (22), is tantamount to understanding how $\theta^F$ and $\theta^P$ respond to changes in $R$.\footnote{The equality of total rents in both sectors for the marginal investor follows from the fact that the distribution of $\theta$ is continuous.}
As regards $\theta^F$, we learn from (17) that $\frac{d\theta^F}{dR} > 0$. A higher interest rate reduces the net present value of projects in the $C$ sector which, in turn, reduces the amount of external funding available. This, given limited internal funds, makes that fewer investors can reach the minimum investment size in $C$ (i.e., $\theta^F$ increases).

Things are slightly more complicated with $\theta^P$. The partial effect of $R$ on $\theta^P$ is negative, i.e. $\frac{d\theta^P}{dR} < 0$. This is intuitive. Consider, for instance, that $R$ falls. We learn, combining (21), (5) and (8), that, given $P$, the size of the project that the investor with pledgeability rate $\theta^P$ may run in the $H$ sector increases more than the size of the project that he could run in the $C$ sector. Given that this investor was indifferent between sectors before the change in $R$, he must now prefer the housing sector. Thus, $\theta^P$ increases. However, we must take into account that $R$ also affects $P$. In principle, the effect of $R$ on $P$ is uncertain since both the housing demand and supply schedules shift outwards as $R$ falls.\footnote{The outwards shift in demand is straightforward and it has been partly discussed before. As for the supply of housing, both the intensive investment margin (i.e. the size of the project for each investor) and the extensive margin (i.e. the number of investors), as just shown, respond positively to a fall in $R$.} In what follows we restrict our attention to the more natural case in which the demand response overweights that of the supply and, therefore, $\frac{dP}{dR} < 0$.\footnote{Of course, such sign condition can only be guaranteed if the parameters of the model satisfy some boundary conditions. For instance, it becomes clear that for sufficiently high $\pi$, which affects the measure of individuals demanding houses relative to those producing them, the impact of $R$ on the demand curve will dominate the eventual shift of the supply curve.} The fact that $P$ increases following a fall in $R$ reinforces the partial effect of $R$ on $\theta^P$ discussed above and therefore makes that $\frac{d\theta^P}{dR} < 0$.\footnote{$\frac{dP}{dR} < 0$ is just a sufficient condition to obtain $\frac{d\theta^P}{dR} < 0$. The necessary condition that guarantees $\frac{d\theta^P}{dR} < 0$ is that $\frac{dP}{dR} < \varphi$, where $\varphi > 0$ and depends on the parameters of the model. This will be clear in the quantitative exercises below, where $\frac{d\theta^P}{dR}$ is always $< 0$ while the relation between $P$ and $R$ is sometimes positive.}

### 3.2 The effect of interest rates on the steady state

We now analyze how the steady state equilibrium of this economy depends on the interest rate. We restrict to the interval $(\underline{R}, \overline{R})$. The upper bound $\overline{R}$ is defined as the highest interest rate for which an interior stationary equilibrium exists, in the sense that for any $R > \overline{R}$ the investor with highest pledgeability $\overline{\theta}$, can not afford the minimum investment size in $C$. Thus, $\overline{R}$ is the interest rate that satisfies (1) as an equality in the $C$ sector for the investor with pledgeability $\overline{\theta}$. The lower bound $\underline{R}$ is defined as the lowest rate for which that investor, i.e. the one who obtains the highest rents in the $C$ sector, is indifferent between both sectors. Hence, $\underline{R}$ is the rate that satisfies (20) when $\theta^P = \overline{\theta}$. We consider three interest rate regions: 1) $R \in (\overline{R}, \overline{R})$, 2) $R \in (R^*, \overline{R})$, and 3) $R \in (\overline{R}, R^{**})$, where $R^*$ and $R^{**}$ are defined below.

In the first region, $R$ is sufficiently high so that few investors can afford the minimum investment requirement in the $C$ sector. As a result, there is a large amount of resources
available for investment in housing while, at the same time, high $R$ implies that the demand for housing services is low. Both low demand and a large number of potential investors in housing imply that rents in this sector are zero (i.e. unconstrained housing sector type equilibrium). Thus, in this region $\theta^* = \theta^F$ and a fall in $R$ allows some investors to jump into the $C$ sector to begin to obtain positive rents. In this way, within this region, lower interest rates allow for an increasing number of investors to move into the more productive sector.

As discussed above, lower interest rates also raise the aggregate demand for housing. As a consequence, the demand for funds of investors in the $H$ sector raises and/or the number of lenders decreases (recall that in this region lenders and investors in $H$ obtain the same rents), for these are the two channels through which the economy may end up producing more houses. That is, a lower $R$ triggers an expansion in the *intensive margin* of the supply, which tends to push credit capacity of housing producers towards its limit, or in the *extensive margin* or both. Taking the previous argument a step further, it becomes intuitive that for a sufficiently low $R$ both the extensive and intensive margins of the housing supply reach their respective limits.\footnote{Recall that, since the number of investors in the $C$ sector increases following a fall in $R$, a rise in the extensive margin of the housing supply is limited to a contraction in the measure of existing lenders.} That is, the scenario is such that, simultaneously, no agent with an opportunity to invest chooses to lend and all investors in $H$ exhaust their credit capacity. Such a limiting rate, denoted by $R^*$, is the rate for which the following two conditions simultaneously hold: (i) $PA^h = R$ and (ii) the borrowing constraint (3) holds as an equality for housing producers. Formally, $R^*$ is the unique solution to the following market clearing condition,

$$H^d = \frac{1}{\delta} \int_0^1 \frac{A^h}{1 - \theta^h} f(\theta) d\theta$$

where the exact expression for the aggregate demand for housing services or, equivalently, for houses, is given by (18). The right hand side of (23) captures the total stock of houses in the economy when the two conditions above are met. Uniqueness of $R^*$ follows from the fact that $H^d$ is a monotonic decreasing function of $R$ whereas $\theta^*$, according to (17), is a monotonic increasing function of $R$.

In the second region, once $R$ falls below $R^*$, positive rents (above interest rates) in the $H$ sector are needed so that the housing supply is able to meet the increased housing demand (i.e. constrained housing sector type equilibrium).\footnote{\footnote{Thus, there are unconstrained housing sector type equilibria for $R \geq R^*$ and constrained housing sector type equilibria for $R < R^*$.}} However, interest rates are still relatively high. Thus, both projects in the $H$ and $C$ sectors are still relatively small and, in terms of the trade-off faced by investors, the differences in unit rents across sectors dominate the differences in project sizes. Hence, the $C$ sector is more attractive to investors and every investor who
can satisfy the minimum size requirement in the $C$ sector optimally decide to invest there. Intuitively, the equilibrium allocation of investors across sectors within this region is driven by \textit{feasibility}. Namely, $\theta^* = \theta^P > \theta^C$. As in Region 1, a fall in interest rates within this region induces a reallocation of investors towards the more productive sector, $C$.

In the third region, as $R$ reaches sufficiently low values, projects gets larger but most investors can run, due to the better financial conditions in the $H$ sector, much more larger projects in the $H$ sector than in the $C$ sector. At this time, differences in project sizes across sectors dominate the differences in unit rents (\textit{pledgeability premium}) and some investors for whom it is feasible to invest in the $C$ sector prefer to invest in the $H$ sector where, despite of lower unit rents, they can obtain larger total rents by having much larger projects. Thus, intuitively, the equilibrium allocation of investors across sectors within this region is not driven by \textit{feasibility} but by \textit{profitability}. More specifically, in this region $\theta^* = \theta^P > \theta^C$.\textsuperscript{19} Notice also that, as opposed to regions 1 and 2, a fall in interest rates in this region reallocates investors towards the least productive (in terms of unit rents) sector, $H$.

Summing up, Figure 3 plots $\theta^P$, $\theta^F$ and $\theta^*$ as functions of $R$ over the interval ($R_l$, $R_u$).\textsuperscript{20} The figure makes clear that there is a hump-shaped relationship between interest rates and the mass of investors who optimally decide to invest in the $C$ sector (dotted area). When interest rates are high (regions 1 and 2) a fall in $R$ mostly alleviates the investors’ feasibility constraint and they move towards the more productive sector, $C$.\textsuperscript{21} Instead, when interest rates are low (Region 3), a fall in $R$ emphasizes the better financial conditions in the $H$ sector and investors tend to leave the $C$ sector towards the $H$ sector where they can run much larger projects. In section 4, we study further the macroeconomic impact that this sectoral reallocation of investors, induced by changes in the interest rates, has on the economy. Before that, in the following section, we discuss how the results would change in a model where financial conditions in the economy are the same across sectors and investors.

\textsuperscript{19} Notice that, while for interest rates sufficiently close (from the left) to $R_u$ it must necessarily be the case that $\theta^* = \theta^F$, when $R = R_u$ it happens that $\theta^* = \theta^P$. Then, given that both $\theta^P$ and $\theta^F$ are monotonic functions of $R$ (as discussed above: $\frac{d\theta^P}{dR} > 0$ and $\frac{d\theta^F}{dR} < 0$), there must exists a rate $R^*$ within the range ($R_l$, $R_u$) for which $\theta^* = \theta^F = \theta^P$.

\textsuperscript{20} The analysis developed in this section refers to the more general case where the three interest rate regions defined above exist. But of course, depending on the parameters of the model, it could well be the case that, for instance, Region 1 does not exist. This is just a particular case of the model that happens when $R^* > R_l$.

\textsuperscript{21} The relevance of the assumption of a minimum size requirement for investment in the $C$ and $H$ sector becomes evident here. Absent that minimum size requirement there would not be regions 1 and 2, and the economy would always be within Region 3. In section 4, we further illustrate the importance of $m$ in determining the type of equilibrium the economy is in.
3.3 A benchmark case with symmetric pledgeability

The analysis presented so far has focused on our central case in which the economy features asymmetric collateral requirements across projects, as stated in assumption 1. We now describe the special case in which the collateral requirements are symmetric across projects and investors in the economy. Namely, we consider that the pledgeability rate in the $C$ sector is common to all investors and equal to $\theta^h$, the pledgeability rate in the $H$ sector. This case provides a useful benchmark against which we analyze the role of asymmetries in credit conditions presented above.

A first consequence of symmetric pledgeability rates is that, in an interior steady state equilibrium, the unit return in both sectors, $C$ and $H$, must be the same. That is, the pledgeability premium is zero and $P = A^c / A^h$. Projects in $C$ and $H$ now have the same optimal size and investors obtain the same total rents in both sectors (i.e., there is no trade-off whatsoever). This further implies that the equilibrium production of housing is demand determined, much as in the case studied in section 3.1.1. The housing market clearing condition is now

$$\frac{\phi^h}{\delta} \frac{1}{1 - \theta^h A^c / R} = \frac{\gamma}{1 + \gamma} \frac{R / A^c}{1 + \delta} \left(2\pi + \frac{1 - \theta^h}{1 - \theta^h A^c / R} A^c \right)$$

(24)

where $\phi^h$ is the measure of investors in the $H$ sector and the left and right hand sides of the equation correspond to the total housing supply and demand, respectively. This equation determines a unique equilibrium value of $\phi^h$. 

Figure 3. Investors’ endogenous segmentation.
As regards the effects of changes in the interest rate on $\phi^h$, it is easily verified that

$$\text{sign} \left\{ \frac{d\phi^h}{dR} \right\} = \text{sign} \left\{ (1 - \delta) \left( \theta^h - 1 - \frac{2\pi}{A^c} \right) + 2\pi \theta^h \right\}$$

(25)

Therefore, the impact of $R$ on the extensive margin, $\phi^h$, is monotonic and it depends on the parameters of the model. Thus, the hump-shaped relationship between interest rates and the extensive margin obtained in the model with financial asymmetries across sectors does not extend to this symmetric case. More importantly, notice that, in this symmetric case, the monotonic relation between $R$ and $\phi^h$ translates into a similar monotonic relation between $R$ and the ratio of aggregate investment across sectors. In this sense, simply note that, in this benchmark case,

$$\frac{X^c}{X^h} = \frac{1 - \phi^h}{\phi^h}$$

(26)

where $X^c$ and $X^h$ denote aggregate investment in the $C$ and $H$ sectors, respectively. The fact that in this economy with symmetric collateral requirements the ratio $\frac{X^c}{X^h}$ always responds to changes in $R$ moving in the same direction, does not help in explaining the empirical hump-shaped relationships depicted in Figure 2 and it highlights the relevance of taking financial asymmetries across sectors into account.

4 Macroeconomic impact of investors’ sectoral reallocation and comparative statics

Sections 3 showed how investors optimally allocate across sectors in an economy with asymmetric financial conditions and how this endogenous segmentation depends on the interest rate. The objective of this section is to provide a deeper understanding, through calibration exercises, of the impact that changes in interest rates have on investors’ segmentation, on prices and on the allocation of aggregate investment across sectors in this economy. It also analyzes the impact that key parameters of the model have on the type of equilibrium (region) the economy is in, on the pledgeability premium and on the share of investors in the $C$ sector. We illustrate these effects considering that $\theta$ is distributed according to a uniform distribution, and that the parameters of the model take the values in Table 1.

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>$\gamma$</th>
<th>$\pi$</th>
<th>$m$</th>
<th>$\phi^h$</th>
<th>$\bar{\theta}$</th>
<th>$\theta$</th>
<th>$A^c$</th>
<th>$A^h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.020</td>
<td>0.25</td>
<td>50</td>
<td>4</td>
<td>0.8</td>
<td>0.8</td>
<td>0.6</td>
<td>1.2</td>
<td>1.2</td>
</tr>
</tbody>
</table>
There is information in the literature on reasonable values for \( \delta \) and \( \gamma \). In line with this literature, we consider that housing depreciates a rate of 2% per annum and that \( \gamma = 0.25 \), which imply that consumers’ expenditure share on housing equals 20\%.\(^{22}\) Unfortunately, there are not as clear counterparts in the literature for the other parameters. Thus, besides using the values in the table above as benchmark estimates, we also show below how the results change when one deviates from these values. Note that \( m = 4 \) implies that, in any project, external funds represent at least 75\% of total investment, and that \( \pi = 50 \) imposes that there is 1 investor per 50 consumers.

4.1 Results for the baseline calibration

Figures 4 and 5 reproduce, for this baseline calibration of the model, the analytical results presented in section 3.2 regarding investors’ endogenous segmentation. As stated there, there is a non-monotonic relation between the extensive margin (how investors split between sectors) and interest rates. For high interest rates a decrease in \( R \) is associated to a flow of investors towards \( C \), while the opposite is true once interest rates fall below \( R^{**} \) (Region 3).

![Figure 4. Threshold values in \( \theta \).](image1)

![Figure 5. Share of investors in \( C \).](image2)

Figure 6 shows how the ratio of aggregate investment across sectors, \( \frac{X^C}{X^h} \), responds to interest rates for our baseline calibration. In principle, the behavior of this ratio in all three regions can be ambiguous.\(^{23}\) In this calibration, we find that movements in the extensive margin dominate those in the intensive margin, so the hump-shaped relationship of Figure 5 between investors’ endogenous segmentation and interest rates translate into an analogous hump-shaped

\(^{22}\)See, for instance, Van Nieuwerburgh and Weill (2006) and Davis and Ortalo-Magne (2007) regarding housing depreciation rates and consumers’ expenditure shares on housing, respectively.

\(^{23}\)In Region 3, as interest rates fall, \( X^h \) unambiguously increases while \( X^c \) decreases in the extensive margin but increases in the intensive margin. In Region 2, as interest rates fall, \( X^c \) unambiguously increases while \( X^h \) decreases in the extensive margin but increases in the intensive margin (note that \( \frac{\partial X^c}{\partial \alpha} < 0 \)). In Region 1, both \( X^c \) and \( X^h \) unambiguously increase as interest rates fall.
relationship for \(\frac{X_c}{X^b}\).

![Graph showing regions 1, 2, and 3 with ratio \(\frac{X_c}{X^b}\) vs. \(R\).]

Figure 6. Ratio of aggregate investment across sectors.

This result can help to understand the same hump-shaped relationship observed in the data for many countries already discussed in the Introduction (Figure 2). In situations in which there is an asymmetric access to credit, the allocation of investment across sectors does not need to be monotonic. But also note that the compositional changes in aggregate investment reported in Figure 6 have a direct impact on the economy’s aggregate TFP. In fact, the measure of aggregate TFP at constant prices in this economy behaves, with respect to interest rates, in exactly the same fashion as the ratio \(\frac{X_c}{X^b}\).\(^{24}\) In this sense, the model emphasizes the impact of sectoral reallocation on TFP, and it could be helpful to understand low productivity growth in countries where sectoral reallocation towards the housing sector has been intense, as it has been the case, for example, in Spain for the last few years.

Figure 7 shows how the relative price of housing responds to interest rates for our baseline calibration. As discussed in section 3, within Region 1 lending and investing in the \(H\) sector have the same return and \(P = \frac{R}{\lambda H}\). Therefore, a fall in the interest rate in this region leads to a fall in the relative price of housing. In regions 2 and 3, the relationship between \(P\) and \(R\) depends on how housing demand responds to \(R\) relative to housing supply. For our baseline calibration we find that, within Region 2, there is a negative relationship between \(P\) and \(R\) while, within Region 3, the response of \(P\) to interest rate falls is non-monotonic.

\(^{24}\)At constant prices, \(TFP = P_H A_H \left( \frac{X^H}{X_{H-H}} \right) + A^c \left( \frac{X_c}{X^b} \right)\)
Figure 7. Relative price of housing.

Notice that we could have imposed restrictions on the parameters of the model to obtain a monotonic relation between \( P \) and \( R \) outside Region 1. It is not the main purpose of this paper to explain the behavior of the relative price of housing (just note that our demand for housing is very stylized), so that we chose not to impose such restrictions for the sake of generality. Furthermore, note that for this baseline calibration we have that \( \frac{dP}{dR} < 0 \) always outside Region 1 even though \( \frac{dP}{dR} < 0 \) sometimes within Region 3. As discussed in section 3, \( \frac{dP}{dR} < 0 \) is a condition stronger than needed to guarantee \( \frac{d^2P}{dR^2} < 0 \).

Finally, Figure 8 shows what happens to this economy’s external borrowing as a percentage of GDP when interest rates fall. Despite the fact that this model is too stylized to produce sensible magnitudes, we must highlight the fact that external borrowing in this economy behaves in a highly non-linear fashion. In a way, this is not surprising given the shape of our borrowing constraints. But note that this effect is reinforced in our model by the sectoral reallocation induced by interest rate falls. In particular, note that the slope in Figure 8 gets significantly steeper once the economy enters into Region 3, where investors tend to leave the \( C \) sector towards the \( H \) sector in which, ceteris paribus, access to financing is better. This feature of the model could be helpful to understand the sharp increases in current account deficits observed, for instance, in the U.S. and Spain in recent years where interest rates were very low and there were large shifts in production towards the housing sector.
4.2 Comparative statics

We now depart slightly from the baseline calibration presented above to see how some key parameters of model affect the type of equilibrium (region) the economy is in, the pledgeability premium and the share of investors in the C sector. We focus on four parameters: the minimum investment size \( (m) \), the pledgeability parameter in the housing sector \( (\theta^h) \), the TFP level in the C sector \( (A^c) \) and the mass of consumers relative to investors in the economy \( (\pi) \).\(^{25}\) In each of the exercises reported below we move one of these parameters at a time, while keeping all the rest at their values in the baseline calibration. Furthermore, unless otherwise noted, the exercises are performed considering \( R = 1.10 \).

Figures 9 and 10 show what happens to the share of investors in the C sector and to the pledgeability premium, respectively, when \( m \) takes different values on the interval \([2,5]\).\(^{26}\) Increasing \( m \) makes the feasibility constraint tougher and, for a given interest rate, it makes more likely that the investors’ equilibrium allocation across sectors is driven by feasibility rather than by profitability. In other words, the larger \( m \) the more likely that the economy’s equilibrium

---

\(^{25}\)Moving \( A^h \) only produces a scale effect on \( P \). To see this, just note that we can write all the relevant equations of the model in terms of \( PA^h \), without isolated \( P' \)s or \( A'^h \)s. Thus, in equilibrium we really determine \( \tilde{P} = PA^h \). This is also the reason why the exact value of \( A^h \) in the calibration exercises does not mind for our purposes. Regarding \( \tilde{\theta} \) and \( \tilde{\theta}^h \), we prefer to illustrate the effects of increasing the financial asymmetry across sectors moving \( \theta^h \) rather than any of those parameters. The underlying reason is that moving \( \tilde{\theta} \) or \( \tilde{\theta}^h \), not only affects the financial asymmetry across sectors, but it also modifies the pledgeability distribution \( F(\theta) \), what distorts the exercises.

\(^{26}\)\( m = 2 \) implies that, in any project, external funds represent at least 50% of total investment. For \( m = 5 \), that percentage equals 80%.
is in Region 2 (rather than in Region 3) or in Region 1 (rather than in Region 2). Increasing \( m \) does not affect the pledgeability premium nor the share of investors in \( C \) while the economy is within Region 3. This is because in this region investors’ segmentation is determined \( \theta^P \), which does not depend on \( m \). Instead, when the economy is within Region 2, investors’ segmentation is determined by \( \theta^F \). Then, an increase in \( m \) leads to a reduction in the fraction of investors in \( C \). With more investors in the \( H \) sector it is then natural to expect that \( P \) decreases and that the pledgeability premium, here defined as \( \left( 1 - \frac{P(A^h)}{A} \right) \), increases. Finally, within Region 1, investors in the \( C \) sector also fall as \( m \) increases, but the pledgeability premium is equal to \( (1 - \frac{P}{A}) \) and it does not change with \( m \).

![Figure 9](image1.png)  
**Figure 9.** Share of investors in \( C \).  

![Figure 10](image2.png)  
**Figure 10.** Pledgeability premium.

Figures 11 and 12 show what happens to the share of investors in the \( C \) sector and to the pledgeability premium, respectively, when \( \theta^h \) moves on the interval [0.8, 0.9].\(^{27}\) Intuitively, an increase in \( \theta^h \) constitutes an improvement in the technology to supply houses. Thus, one should expect a fall in \( P \) and an increase in the pledgeability premium (except in Region 1 where both the price and the premium do not depend on \( \theta^h \)).\(^{28}\) It also happens that the larger \( \theta^h \) the more likely the economy’s equilibrium is in Region 2 (rather than in Region 3) or in Region 1 (rather than in Region 2). As for the effect of \( \theta^h \) on the share of investors in the \( C \) sector, it is obvious that \( \theta^h \) does not affect this extensive margin while the economy is within regions 1 and 2. In these regions the extensive margin is determined by \( \theta^F \), which does not depend on \( \theta^h \). Things are slightly more complicated within Region 3. This is because, while the increase in \( \theta^h \) pushes investors towards the \( H \) sector, the fall in \( P \) pushes them in the opposite direction. It turns out that, for our calibration, the latter effect dominates so that an increase in \( \theta^h \) increases the share of investors in the \( C \) sector.

\(^{27}\)To illustrate more clearly the impact of \( \theta^h \) on the share of investors in the \( C \) sector and on the pledgeability premium, Figures 11 and 12 were computed for \( R = 1.07 \) since for \( R = 1.10 \) the economy was almost always in Region 1, where \( \theta^h \) has no effects on those variables.

\(^{28}\)One could alternatively explain this result simply arguing that increasing \( \theta^h \) increases the asymmetry in financial conditions across sectors and therefore should lead to an increase in the pledgeability premium.
Figures 13 and 14 show the response of the share of investors in the $C$ sector and of the pledgeability premium, respectively, to changes in $\pi$ within the interval [30, 100]. These responses are also very intuitive. Increasing $\pi$ implies that the mass of individuals demanding housing increases relative to that of individuals who may supply it. This must lead to an increase in $P$ and to an decrease in the pledgeability premium, as illustrated in Figure 14 (except in Region 1 where the premium is just $1 - \frac{P}{\mu}$). For a given interest rate, a higher $\pi$ also increases the chance that the economy’s equilibrium is in Region 2 (rather than in Region 1) or in Region 3 (rather than in Region 2). Regarding the effect of $\pi$ on the extensive margin, it is obvious that $\pi$ does not affect this margin while the economy is within regions 1 and 2, but that increases in $\pi$ when the economy is in Region 3 must reduce the share of investors in $C$.

Figures 15 and 16 show how changes in $A_c$ within the interval [1.15, 1.25] affect the share of investors in the $C$ sector and the pledgeability premium, respectively. Increasing $A_c$ basically constitutes a positive wealth effect for the economy. Thus, the demand for a non-tradeable good such as housing should increase what, keeping the technology to produce houses
constant, must lead to an increase in \( P \). Besides, the larger \( A^e \) the more likely the economy’s equilibrium is in Region 2 (rather than in Region 1) or in Region 3 (rather than in Region 2). The effect of \( A^e \) on the pledgeability premium is unclear in general, since the premium is defined as \( 1 - \frac{P_{eh} A^e}{A^e} \) and both \( P \) and \( A^e \) move in the same direction (obviously, within Region 1, the premium increases with \( A^e \)). For our baseline calibration, it turns out that the price effect dominates, so that the higher \( A^e \) the smaller the premium outside Region 1. The effect of \( A^e \) on the extensive margin while the economy is within regions 1 and 2 is obvious. This margin is determined by \( \theta^F \), so that increases in \( A^e \) increase the share of investors in \( C \). Instead, in Region 3, the effect of \( A^e \) on the extensive margin is ambiguous due to the additional effect on \( P \).

![Figure 15. Share of investors in \( C \).](image)

![Figure 16. Pledgeability premium.](image)

Although the model in this paper is too stylized to be taken directly to the data, we believe that the exercises presented above may provide useful insights to understand the substantial differences observed across countries in the allocation of investors and production across sectors or in the size of the pledgeability premium. For instance, according to our results, in countries where relatively larger amounts of external funding are required in order to develop an investment project, one should expect that a larger fraction of investors and aggregate investment is placed in the sector with the better financial conditions. Alternatively, in countries where productivity in the consumption goods sector is relatively higher, the share of investors, aggregate investment and production allocated to this sector should be larger. We leave this empirical analysis to a different paper.

### 5 Final remarks

How aggregate investment in an economy is allocated across its sectors is a key determinant of, among other things, the economy’s aggregate TFP or its future growth prospects. This paper
has studied how this allocation is conducted when sectors face asymmetric financial conditions. More specifically, we have considered an scenario where investors in some sectors (housing) may provide assets to secure a loan that have more value as collateral than the assets provided by investors in other sectors (consumption). As a result, the former may run projects with higher loan-to-value ratios than the latter.

The differences in ability to raise external financing across sectors affect investors’ decisions regarding where to invest. Investors care about total rents (unit rents×project size) and face a trade-off. While they may run larger projects in the sector with the better financial conditions, unit rents in this sector are lower due to a pledgeability premium. The level of interest rates affects this trade-off. When interest rates are high, projects are small and the differences in unit rents across sectors dominate the differences in project sizes. The marginal investor is the one who can exactly raise the external funds needed to meet the minimum size requirement in the consumption sector. The allocation of investors across sectors is driven by feasibility. Instead, when interest rates are low, projects are large. However, they are much larger in the housing sector than in the consumption sector due to better financial conditions in the former. In this case, the differences in project sizes across sectors dominate the differences in unit rents and some investors who can afford investing in the consumption sector prefer to invest in housing where they can obtain larger rents by running much larger projects. In this case, the feasibility constraint does not play any role and profitability drives the investors’ equilibrium segmentation.

Moreover, the effect of interest rates on investors’ allocation is non-monotonic. When that allocation is driven by feasibility, a drop in interest rates alleviates the investors’ feasibility constraint and allows some investors to leave the housing sector towards the consumption goods sector. Instead, when investors’ segmentation across sectors is driven by profitability a drop in interest rate reinforces the effect of the better financial conditions in the housing sector and leads to a reallocation of investors towards that sector. As a result, there is a hump-shaped relationship between interest rates and the share of investors in the consumption goods sector. More importantly, this hump-shaped relationship may translate into a similar hump-shaped relationship between interest rates and the ratio of aggregate investment across sectors, which goes in line with the empirical evidence discussed in the Introduction. A model that considers symmetric financial conditions across sectors, instead, can not generate this non-monotonic relationship.

Overall, we believe that the mechanism highlighted in this paper provides important insights to understand some of the recent macroeconomic phenomena observed in OECD countries. Mainly, how low real interest rates resulted in a boom in investment led by an increase in share of investment in housing (and how this coincided, in some countries, with a stagnant or relatively low productivity growth).
In our model interest rate drops lead to a boom in the consumption goods sector when interest rates are high and to a boom in housing when interest rate are low. But there is no growth in steady state. Extending the model to allow for steady state growth could deliver interesting implications. In particular, if one believes that the housing sector has low growth potential relative to the consumption goods sector, it could happen that a sustained housing boom is harmful for the economy in the long-run in the sense that it could eventually lead it to a balance growth path exhibiting lower growth. We leave this issue for further research.
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